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Problem 1

a) To find the cumulative distribution function Fy (y):

Fy(y) = P(Y < y) = P(X? <) = P(—/j < X < +)

Vi 1l+x
Ly Vi
for y € (0,1).
Then
0 y<0
Fy(y) =4y ve(0,1)
1 y>1

We then find the pdf by deriving Fy (y) wrt y:

iF) | y<0
y B
fy(y) = ; =93y % ye(0,1)
y
0 y>1

Finally we get the expected value of 2Y — Y2 by:

By =¥?) = [ @2y = ")y (w)dy

1 1
2y — )=y dy
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Problem 2

a) A Poisson process must satisfy the following properties

e The number of events occurring in disjoint time intervals are indepen-
dent
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b)

e The probability that a single outcome will occur in a very short time
interval is proportional to the length of the time interval

P(X =1in (0,)) = M + o(t)

e The probability that more than one outcome will occur in such a short
time interval is negligible

P(X >2in (0,1) = oft)

The parameter \ is the expected number of cars passing by the specific point
every minute.

We have that P(X(t) = ) = % exp{—(\t)} with A = 1.5

T

P(X(1)=2) = ()\21!)2 exp{—(A1)} = 1'25!2exp{—1.5} =0.25
(2 A"
P(X(2)>2) =1-P(X(2) < 1) =1-%_ exp{—2\} = 1-0.1991 = 0.8

x!

8
o

To solve the last question we first compute the probability that during 1-
minute period there are more than 5 cars passing:

P(X(1)>5) =1-P(X(1) <5) =1—

exp{—(A)} = 1-0.9955 = 0.0045

Let Z = {more than 5 cars are passing in at least period}, thus

P(Z) =1— P(at most 5 cars are passing in every period)
=1 — (P(at most 5 cars are passing in one period))"
=1—(1-0.045)"
=0.044

The hypotheses test to perform is:

Hol A=15
H, A>1.5

We have that X; ~ Poisson(At;) for i = 1,...,10 and the X;’s are indepen-
dent. Therefore the stochastic variable 32, X; is distributed as a Poisson
with mean p = A Zilgl t; and variance g = A Z}gl t;.
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d)

Under Hy we have that A = 1.5, moreover, from the data is 2121 t; = 100.

Thus, 3/, X; is approximately normally distributed with mean p = X 3.2, ¢;
and variance p = A Zgl t; since p = 150 under the null hypothesis. Alter-
natively, we have

=A

legl Xz) _ )\ Zgl ti
S0t S0t

E(X):E(

and

< 00X, AY0 A
Var(\) = Var (Ell_ol ) = Ziztli 10

i=1ti (E}gl ti)Q i=1 li
A test statistics is then

o A=A S X AR

e R
which is N(0,1) under H,.
With a significance of 1% we reject if Z > zg01 = 2.326. In our case we have

g 192 — 1.5 - 100 _ 3499

v 1.5-100

Therefore we reject Hy and build a toll house.

We have that Z is a binomial random variable with parameters n = 10 and
p = P(X(t) > \ot)

Under Hy: A = Ao = 1.5 we have that X () ~ Poisson(1.5¢), so
15 x

p:l_p(X(t)§15>=1—le.

exp{—15} =1 —0.5681 = 0.4319
=0
So under Hy we have Z ~ Binom(n = 10,p = 0.4319)
We need to find the smallest value of k£ such that when A = 1.5 we have
P(Z > k) <0.01.
For different values of k we have:
k | P(Z > k when H, is correct)

10 0.00022
9 0.0032
8 0.0207

So we have that k = 9.

In our dataset we have that z = 8 so we do not reject Hy.
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Problem 3

a) Since Y ~ n(y; 15,4) we have
P(Y >20)=1— P(Y < 20)
Y -1 20—-1
—1—P< 5< 0 5)

4 =4
=1—®(1.25)
—1—0.8944
= 0.1056

Since Y is normally distributed with expectation 15 and the normal distri-
bution is symmetric around the mean, we get that P(Y > 20) = P(Y <
10) = 0.1056. Since the events Y > 20 and Y < 10 are disjoint we get

P(Y <10UY >20) =2P(Y > 20) = 2-0.1056 = 0.2112.

Finally, from the definition of conditional probability we obtain

P(Y >10NY > 20)
P(Y > 10)

_ P(Y >20)

~ P(Y > 10)

_0.1056

"~ 1-0.1056

=0.1181

P(Y >20]Y > 10) =

b) The likelihood function is given as

L(p) = Hn(yi;ﬁxi,él) : Hn(zi;c(] + Bz, 4)
i—1 i=1
1 n
:<\/27r-42> P { 2 42Z ~ fzi) }

x<2;_42>nex{2 z 00_5%.)2}

— (27r . 42)% exp { Zn: — Bxy) } exp {—2 .142 zn:(zZ — ¢y — ﬁxi)z}

=1

The log-likelihood is given as
" 1

20— B = 5 S o = )’

=1 =1

[(B) = —nlog (27T : 42)
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Differentiating with respect to
I'(B) = —5 4222 — B)(—x5) -3 4222 2 — co — B;)(—x;)
1
= 42 Z%(% +2; —Co— 26%2)
i=1

Set I'(8) = 0 and solve for 3
in(yi + 2z —co— 2PBx;) =0
i=1

B 229512 = in(yiﬂin) —COZS%
i=1 =1 i=1

S xi(yi + 2) — ot x
2 Z?:l x?

b=

Thus, the MLE for (5 is

it (Y + Z;) — o Do X

ﬁ: 22211

[ts expectation and variance is given as

E(B) —E ( i T (Yi+ Z;) — CO D xz)
2500, 7
_ Xz EYi+Z) — X
- 2%, 7}
22?21371"(61’14‘004-6371) Co D iy T
250
252 1x +Co Dy Ty — CoDojy T
2% 2}

=p
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~ Y (Yi+Z) — o x
Var () = Var < L Iy a7 L

oy af - Var(Y; + Z;)
(221 1 Z)
2020 @
(221 1 z)

0.2

N 2%, f
42
221 1 %

since Y; and Z; are independent.

c) Since B is a linear combination of independent and normally distributed
random variables it is also normally distributed:

BNH(Z;B, ijl )

We therefore construct a (1 — «) - 100 % confidence interval for g based on

Z = b _f n(z;0,1).
2> .7
P =242 < 5_4f <Zap|=1-«a
23 %

Solving for 3 we get

R 42 N 42
P|B— 2z <8< . =1-
6 B /2 221 1 z ﬁ_ﬁ—i_z & 221 1 z “

That is, the (1 — a) - 100 % confidence interval for 3 is

[ _Z“/2\2z"1 ot o 22"19:}

~ 68586 + 72398 — 5 - 982
p= 297324 = 0.699

We have
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42 42
=/ = 0.009
2.5 2?2 2.97324

[0.699 — 1.645 - 0.009,0.699 + 1.645 - 009] = [0.684, 0.713].

and

thus we get

Since po = 0.5 is not inside the 90 % interval we reject the null hypothesis.

Problem 4

a) In the case with a random sample Xy, Xs, ..., X,, ~ n(x; u, o) where both p
and o is unknown it is known that a (1 — «) - 100 % prediction interval for
a new observation X, independent of Xy, Xo,..., X, is given as

] N 1
[X a1y S (1 + ),X o1y ] 52 (1 4 )
n n

where S? = -1 5" (X; — X)? and to/2,—1 is the a/2 critical value in the

n—1 £vi=1
student t-distribution with n — 1 degrees of freedom.

In our case a 95 % prediction interval is

53.37 1\ 53.37 1
2200 9,262 -4/0. 2(1 ) 2.262 - /0. 2(1 )
0 6 \/0 T3 (1415 ) g +226 \/O 732 {1+ 45

— [3.605, 7.069)]

b) Under the null hypothesis we have

X — 1o
a/vn

We reject the null hypothesis on a significance level o if Z > z,. For a given
alternative hypothesis p = po + ¢ the power of the test is

7 —

~n(z0,1).

1 — 8 > P(reject Hy when pu = g + 9)
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that is
f < P(do not reject Hy when p = pg + 9)

X —
= <0/\/%0§zawhen,u:,uo+5>
_ o
< _,uo—i—zﬁwenu M0+>
X—M ,U/O"i_za%_:u .
=P < h = )
<0/\/ﬁ‘ iy e ‘“)
Zq2% —90
*yn
=P|lZ<
(7<)
1)
=P|7Z<z,—
(‘Z a/ﬁ)
We conclude that 5
_ZﬂZZa_ﬂ
o
0
o
. <(za —|—z[3)a>
)
In our case we have 0 = 1, = 0.03, 2, = 1.645, 8 = 0.05, 25 = 1.645 and
0 = 0.5, and get
n > 43.3.

Eva needs to weight at least 44 salmons.



