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Abstract

The role of a safety system is to provide a safety-related function in order to monitor and maintain the safety of any equipment under

its control. The safety analysis of such systems is of prime importance to avoid catastrophic consequences or even the loss of human life.

In general, the various hazards that any equipment may encounter are considered without any safety functions. Later on, each hazard is

studied using methods such as the risk matrix to quantify the associated risk. These methods determine which safety integrity level (SIL)

needs to be implemented in order to reduce this risk to a tolerable one. Once this safety target is evaluated, an architecture is chosen

during the design phase of the safety system. The standard IEC61508 states the requirements for safety systems to verify if the

implemented functions reach these targets. For instance, Part 2 suggests a non-prescriptive method to merge different safety subsystems

in order to achieve one with a higher SIL than those supplied by these subsystems. During the design of a SIS, the SIL selection is a very

critical phase because often this system is the last line of protection against hazardous events. Even if this method is just informative,

using it as a guide to follow may be an easy shortcut to label products with a dedicated safety degree. This merging method seems not to

be based on an analytical method and for this reason the present paper investigates its robustness by starting from a multiphase

Markovian approach. It consists in dividing the study window time of a system in phases in which a Markovian modelling is available.

This method is then applied to two tudy cases given in the standard to illustrate the use of this merging method.

r 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

Safety Instrumented Systems (SIS) have become more
and more a subject of study because of their contribution
to many technical applications. For instance, a SIS may be
an air-bag system, a smoke detector or a breaking system
to stop a dangerous motion. The role of a SIS is to provide
a safety-related function in order to monitor and maintain
the safety of any equipment under its control (EUC). At
initial stage of safety analysis, the potential hazards are
considered. Each hazard is studied with quantitative
and/or qualitative methods to capture the associated risk.
These methods output which safety integrity level (SIL)
needs to be implemented in order to reduce the risk to a
e front matter r 2008 Elsevier Ltd. All rights reserved.
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tolerable one. For instance, the risk matrix method belongs
to the quantitative tools while risk graph belongs to the
qualitative ones when information like hazardous occur-
rence frequency is quite difficult to obtain (Marszal, Fuller,
& Shah, 1999). Once this safety target is established, an
architecture needs to be considered during the design phase
of a SIS.
In this way, it becomes very important to verify the

quality of a SIS in terms of reliability and to assess its
performances notably to verify if the implemented safety
functions can fulfill the safety targets defined above. The
standard IEC61508 (IEC61508, 2002) is a generic one that
states the requirements for safety systems and is common to
several industries. For instance, starting from this standard,
the process industry has developed its own sector specific one
(IEC61511, 2003). In IEC61508, a safety system is mentioned
as E/E/PE safety-related system (for Electrical/Electronic/
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Nomenclature

DC diagnostic coverage for dangerous failures
EUC equipment under control
HFT hardware fault tolerance
SFF safe failure fraction
SIF safety instrumented function
SIL safety integrity level
SIS safety instrumented system
PFD probability of failure on demand (average

unavailability)

KooN SIS where K out of N channels have to function
in order to perform its SIF

N number of inspections
L transition rate matrix of the Markov model
W IR

i inspection and repair matrix of the subsystem i

pðtÞ probability of each Markov state at time t

f T column vector used to only retrieve the states
relating to unavailability
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Programmable Electronic) while in IEC61511 the acronym
SIS is preferred for Safety Instrumented System. Although
this paper studies some requirements of IEC61508, the
acronym SIS is used for simplicity.

To ensure this safety mission, a SIS is submitted to
diagnostic self-tests and also to periodic inspections.
According to this standard (IEC61508-4 definition 3.6.7
and 3.6.8), a SIS may have two kinds of failure modes. The
first one is a dangerous failure which has the potential to
put the safety-related system in a hazardous or fail-to-
function state. This is the case of a hidden failure not
detected by an on-line test. This failure is supposed to be
detected at the next inspection date. The second one is a
safe failure which has not this potential even if the standard
seems to give a limited focus to the behavior of this kind of
failures (Langeron, Barros, Grall, & Bérenguer, 2007;
Lundteigen & Rausand, 2007a). An example may be a
safety shutdown valve when it fails to reopen.

Whatever the failure mode is, some failures are detected
by on-line tests and others only during the inspection
phases. The first ones are called detected failures, the others
undetected. Thus, for both failure modes, the following
rates assumed to be constant are defined:
�
 lDU : dangerous undetected failure rate.

�
 lDD: dangerous detected failure rate.

�
 lSU : safe undetected failure rate.

�
 lSD: safe detected failure rate.

�
 lS: safe failure rate lS ¼ lSU þ lSD.

�
 lD: dangerous failure rate lD ¼ lDU þ lDD.

�
 mDD: repair rate of a dangerous failure when detected.

In addition, the standard introduces the diagnostic cover-
age to quantify the on-line tests efficiency to detect
dangerous failures with the following definition:

DC ¼ lDD=lD; lDU ¼ ð1�DCÞlD; lDD ¼ DClD.

In the aim to capture the complete behavior of a SIS, the
standard gives two main measures that are the probability
of failure on demand (PFD) and the safe failure fraction
(SFF). The first one enables to quantify a safety integrity
level (SIL) when only the dangerous random hardware
failures are considered. The second measure is used to
quantify the impact of the safe failures. At the design stage
of a SIS, starting from PFD and SFF, the part 2 of the
standard (Section 7.4.3) suggests to use merging rules to
combine different subsystems with different SILs in order
to get a better SIS; that is to say with a higher SIL. In
Schäbe (2003), the qualitative study of several examples of
simple SISs shows that general rules as the ones suggested
in this standard may become quickly inconsistent notably
because the inspection intervals and the design rules are not
considered.
The aim of this paper is to study in an analytical way the

robustness of these merging rules; it is organized as follows:
�
 Section 2 presents the manner to quantify PFD and SFF
and the way they are used by the merging rules through
two study cases given in the standard. The first one
concerns a simple series structure while the second one
stands for a system with redundancy.

�
 Section 3 defines the mathematical framework to model
different architectures. First of all, a multiphase
Markovian approach is used to formalize the prob-
ability of each potential state that a SIS may have.
Later, this formalism enables one to generalize the
expression of PFD which is applied to three models.
The first one is a basic SIS (elementary channel) where
the potential imperfection and the frequency of on-line
tests are illustrated. A second model is proposed for a
system composed of two elementary channels allowing
the study of series and parallel structures. The last model
concerns the second study case of the standard with some
assumptions in order to reduce its complexity.

�
 Before concluding on the robustness of the merging
rules, Section 4 presents some numerical results of the
possible SIL values of the previous models. These results
are compared with the ones suggested in the standard.

2. Safety integrity requirements

2.1. Probability of failure on demand

The first measure to capture the behavior of a SIS is
PFD for probability of failure on demand. PFD concerns
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Table 1

SIL levels for a low frequency demand of the SIF

SIL PFD

4 X10�5 to o10�4

3 X10�4 to o10�3

2 X10�3 to o10�2

1 X10�2 to o10�1

Table 2

Architectural constraints

SFF Hardware fault tolerance

0 1 2

o60% 1(na) 2(1) 3(2)

60%� 90% 2(1) 3(2) 4(3)

90%�o99% 3(2) 4(3) 4(4)

X99% 3(3) 4(4) 4(4)

SIL levels for SIS type A and (type B) complexity.

na: not allowed.

Y. Langeron et al. / Journal of Loss Prevention in the Process Industries 21 (2008) 437–449 439
only the dangerous random hardware failures and is used
to define a safety integrity level (SIL). SIL is a discrete level
(61508-1 Section 7.6 Tables 2–3) that specifies the ability of
a SIS to fulfill its SIF on demand. As can be seen in Table 1
in the case of a low frequency demand of the safety
function, each SIL represents a bounded interval for this
probability. The way to quantify PFD mainly depends on
the interpretation given to this measure (Bukowski &
Goble, 1995; Bukowski, Rouvroye, & Goble, 2002). Some
consider PFD as the average value of the unreliability
function over an inspection period and others as a steady
state unavailability. In the latter case, a continuous
Markovian approach is used rendering the behavior of a
SIS continuous in time by creating fictitious repair rates
(Zhang, Long, & Sato, 2003). Note that using this method
enables one to obtain the same analytical expressions for
some models of the standard (1oo1, 1oo2, 2oo3y). Even if
these quantifying methods lead to the same numerical
results, PFD should be considered as the average value of
the unavailability function over a given period of time
(Lindqvist & Amundrustad, 1998; Rausand & Høyland,
2004) based upon a Markovian study for its high modelling
power (Rouvroye & van den Bliek, 2002). This latter
approach is used here to gain more insight into the
behavior of the merging rules and to investigate their
robustness even if it may become very costly for complex
systems. In such a case, the study of the time dependent
unavailability may be achieved with specialized software
based upon e.g. Monte Carlo simulations and Petri nets1

(Dutuit, Châtelet, Signoret, & Thomas, 1997).

2.2. Safe failure fraction

The second measure to characterize a SIS is SFF, for safe
failure fraction. SFF considers the fraction of failures not
leading to dangerous ones (Lundteigen & Rausand, 2006)
and is defined by

SFF ¼
lS þ lDD

lS þ lD

. (1)

A reliability engineer may use SFF with two approaches.
First, SFF can be applied to obtain a type of architecture
for a given SIL. Secondly, SFF can be applied to quantify
the maximum expected SIL for a given architecture. These
1Aralia workshop software package; MOCA-RP.
two ways of using SFF lie on two major keys. The first one
concerns the hardware fault tolerance (HFT) given by
assessing the voting of the hardware architecture. The
second one is the type of SIS, more precisely the kind of
complexity. The standard defines a type A that stands for a
low complexity system and B for a high complexity one. A
low complexity is characterized by the fact that all failure
modes of the SIS are well known, its failed behaviors are
clearly known and there exists feedback reliability data
allowing the quantification of the dangerous failure rates.
A high complexity is present when at least one of these
three points is not covered. Thus, starting from SFF, HFT
and the type of SIS a reliability engineer can use the rule of
Table 2 to evaluate the SIL level. For instance, with a 1oo2
SIS A and a SFF of 50%, the maximum expected SIL is
SIL2. On the other hand, for a system A, a SFF of 50%
and a desired SIL2, the recommended architecture is with a
HFT of 1 (for instance 1oo2).

2.3. Merging rules

The standard (Part 2, Section 7.4.3) proposes the
following merging method to easily achieve a SIS starting
from safety subsystems with different SILs. The desired
goal is to obtain a better SIS; i.e with a higher SIL. This
section of the standard belongs to the phase Design and

Development in the safety lifecycle of E/E/PE (see Part 2:
Table 1 and Fig. 2 (block 9.3)).
The best SIL for a system composed of different

elementary subsystems may be achieved in four steps:
�
 Step 1: Define the safety integrity level of each
subsystem following the rule in Table 2 with the values
of SFF and HFT.

�
 Step 2: Design some intuitive combinations from these
subsystems.

�
 Step 3: Use the following merging rules to determine the
SIL of each combination
� Series merging rule: for a series structure, the SIL is
summarized by the lowest SILs of the subsystems
composing the structure.
� Parallel merging rule: the SIL of a parallel structure is
given by the SIL of the subsystem with the highest
SIL. In the case of its failure, the SIF is then ensured
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by an other SIS of this structure. In order to take into
account of this backup possibility, the standard
considers that the HFT of the former SIS needs to
be increased by one which moves it to the next higher
SIL as shown in Table 2.
Fi
�
 Step 4: Repeat from step 2 until the entire architecture is
reduced to one block to get the best SIL for the complete
system.
Fig. 2. Study case II. SIF composed of several channels.

Fig. 3. Staggered tests chronology of a SIS composed of N subsystems.
To highlight the use of the above method, the standard
(see IEC61508 part 2) proposes two study cases.

The first one (see Fig. 1) is a simple series structure
composed of three SISs. Assuming that the first step is
realized, the obvious combination is to reduce this SIS to
an equivalent one for which the SIL is determined with the
series merging rule which finally gives to the complete
system a safety integrity level of SIL1.

The second one (see Fig. 2) is the case of a system
composed of subsystems in redundancy. Here, there are
two series structures in parallel. This redundancy is then
terminated with a final subsystem. Assuming that the first
step is realized, the first evident combination is to reduce
the subsystems A and B to one block (A and B) whose SIL
is given by the series merging rule. The equivalent safety
integrity level becomes SIL2. The other evident combina-
tion is to reduce the subsystems C and D to one block
(C and D) with the same series merging rule which gives an
equivalent safety integrity level of SIL1. The next
combination is to reduce the redundancy formed with the
previous blocks to one ðA and Bþ C and DÞ using the
parallel merging rule. An equivalent safety integrity level of
SIL3 is then achieved. At this stage, the whole system can
be summarized by this block ðA and Bþ C and DÞ and the
final subsystem E. The last combination is to reduce these
two subsystems to one block applying the series merging
rule resulting finally in a safety integrity level of SIL2 for
the complete system.

This merging method is very easy to apply but seems to
be empirical. For this reason, the aim of the next section is
to define a mathematical framework to investigate its
quality for different architectures.
g. 1. Study case I. SIF composed of only one series structure.
3. Mathematical modelling framework

In this section, a multiphase Markovian approach is
used to capture the probabilistic behavior of a SIS
composed of various subsystems and submitted to a
staggered tests policy. This general case enables one to
obtain the analytical expression of PFD when it is
considered as the average unavailability. Then, this multi-
phase method is applied to three Markov models. The first
one concerns a basic SIS (elementary channel), the second
one a SIS with two channels (series and parallel structures)
and the last one stands for the second study case of the
standard (Fig. 2).

3.1. Multiphase Markov modelling

The general case of a safety instrumented system com-
posed of N subsystems is considered here. This system is
submitted to a staggered tests policy. Each subsystem is
periodically inspected with a period tN as illustrated in Fig. 3.
In a classical Markov modelling approach, the Kolmo-

gorov equation for the whole system is

pðtÞ0 ¼ pðtÞ:L (2)
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assuming that L stands for the transition rate matrix of the
Markov model and pðtÞ for the probability of each state at
time t. From a modelling point of view, the implementation
of a staggered tests policy introduces in some sense a
dependence to the past which can seems contradictory
with Markovian assumptions of memorylessness (Becker,
Camarinopoulos, & Ohlmeyer, 1994) and makes the analysis
of such maintained system more complex (Bondavalli
et al., 2000). However, this dependence is only limited to
fixed-time points (which delimit phases i.e. disjoints periods
of system operational life) and the proposed multiphase
approach can explicitly take into account these disconti-
nuities. A classical Markov model is associated to each
phase and these discontinuities are accommodated by a
mapping procedure at the transition time from one phase
to the next. This procedure linearly redistributes the states
probabilities at the beginning of each phase i through a
multiplication by an inspection and repair matrix W IR

i such
as pðtþi Þ ¼ pðtiÞW

IR
i ; pðtÞ is thus piecewise constructed

(Bukowski, 2001; Châtelet, Bérenguer, & Grall, 1997).
We have then for the successive maintenance phases:
�
 for the phase ½0; t1�

pðtÞ ¼ pð0ÞeLt;
�
 for the phase ½t1; t2�

pðtÞ ¼ pðtþ1 Þe
Lðt�tþ

1
Þ

the inspection and repair time is supposed to be
negligible that leads the previous relation to the
following one:

pðtÞ ¼ pðtþ1 Þe
Lðt�t1Þ

with

pðtþ1 Þ ¼ pðt1ÞW IR
1

and

pðt1Þ ¼ pð0ÞeLt1

so,

pðtþ1 Þ ¼ pð0ÞeLt1W IR
1

then

pðtÞ ¼ pð0ÞeLt1W IR
1 eLðt�t1Þ
�
 for the phase ½t2; t3�

pðtÞ ¼ pðtþ2 Þe
Lðt�t2Þ

pðtþ2 Þ ¼ pð0ÞeLt1W IR
1 eLðt2�t1ÞW IR

2 ,

pðtÞ ¼ pð0ÞeLt1W IR
1 eLðt2�t1ÞW IR

2 eLðt�t2Þ
�
 for the phase ½ti; tiþ1�

pðtÞ ¼ pðtþi Þe
Lðt�tiÞ
pðtÞ ¼ pð0ÞeLt1W IR
1 eLðt2�t1ÞW IR

2 � :::� eLðti�ti�1ÞW IR
i eLðt�tiÞ.

As seen above, the repair time is assumed to be
negligible. Note that this repair time refers to the time
required to repair a failure when it has been detected
during a periodic inspection. This repair time is often
supposed to be very small in front of the period tN and
then it can be neglected. For instance, a typical value is 8 h
while tN ¼ f730 h; 2190 h; 4380 h; . . . ; 87600 hg (see part 6
Annex B Table B.1). If it is not the case because e.g. of
difficult access to some SIS parts, a more realistic
modelling would include an additional phase in the
multiphase Markov model to integrate the behavior of
the system during the repair process (Dieulle, Bérenguer, &
Châtelet, 2000). This point is however not covered in this
paper.

3.2. PFD expression

As suggested previously in Section 2, the probability
of failure on demand should be considered as the
average unavailability over a given period of time. The
system is periodically inspected and repaired, so the
unavailability is periodic and the chosen period of time is
obviously tN .
Thus,

PFDðtÞ ¼ pðtÞf T (3)

f T is a column vector solely composed of 1 and 0 elements
allowing to sum the state probabilities concerned by
unavailability.

PFD ¼
1

tN

Z tNþt1

t1

PFDðtÞdt (4)
�
 for the phase ½t1; t2�Z t2

t1

pðtÞf T dt ¼ pð0ÞeLt1W IR
1

Z t2

t1

eLðt�t1Þ dtf T

with

eLt ¼
Xn

k¼0

Lk

k!
tk

Z b

a

eLtdt ¼ lim
n!1

Xn

k¼0

Lk

k!

tkþ1

k þ 1

� �b

a

Z t2

t1

PFDðtÞdt ¼ lim
n!1

pð0ÞeLt1W IR
1

Xn

k¼0

Lk

k!

ðt2 � t1Þ
kþ1

k þ 1
f T
�
 for the phase ½t2; t3�Z t3

t2

PFDðtÞdt ¼ lim
n!1

pð0ÞeLt1W IR
1 eLðt2�t1ÞW IR

2

�
Xn

k¼0

Lk

k!

ðt3 � t2Þ
kþ1

k þ 1
f T.
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The relation (4) may be generalized for a system
composed of N subsystems with the following one:

PFD ¼ lim
n!1

1

tN

pð0Þ
XN

j¼1

Yj

i¼1

eLðti�ti�1ÞW IR
i

 !

�
Xn

k¼0

Lk

k!

ðtjþ1 � tjÞ
kþ1

k þ 1

 !
f T with t0 ¼ 0. (5)

Three remarks may be done about the relation (5):
�
 the average unavailability may be portioned with the
vector f T in order to highlight different Markov state
classes due to different kind of failures. For instance
those leading to a loss of production, those to a loss of
safety, etc. y,

�
 the system architecture is summarized with L and f T,

�
 W IR

i can take into account some maintenance policy
imperfections.

3.3. Application: 1oo1 architecture

The first and basic SIS proposed in the standard is the
1oo1 architecture. This one is an elementary channel
described by the reliability block diagram in Fig. 4. This is
a series structure with two components; each one stands for
a type of failure. The first one is for a dormant failure, the
second one for a failure detected by on-line tests. This SIS
is functioning if and only if its two components are
functioning.

The Markov model for this system between two periodic
inspections is represented in Fig. 5 as suggested in Signoret
and Dutuit (2006). This model considers dangerous failures
with one absorbing state induced by undetected failures
(KO DU) and one repairable state induced by detected
failures (KO DD).

The transition rate matrix L for this model is

L ¼

�lD lDD lDU

mDD �mDD 0

0 0 0

0
B@

1
CA.

Starting with initial conditions pð0Þ ¼ ½1 0 0� and in order
to ensure its safety mission, this SIS is submitted to on-line
Fig. 4. 1oo1 reliability block diagram.

Fig. 5. 1oo1 state diagram. Component level.
tests according to an inspection and repair matrix W on

such as

Won ¼

1 0 0

1 0 0

0 0 1

0
B@

1
CA

and also to periodic inspections with a period time T

according to an inspection and repair matrix W p such as

Wp ¼

1 0 0

1 0 0

1 0 0

0
B@

1
CA

assuming perfect inspections and repairs.
The chronology of these different inspections is sum-

marized in Fig. 6.
Applying the relation (5), it follows

PFD ¼ lim
n!1

1

T
pð0Þ

Xl�1
j¼1

Yj

i¼1

eLDtW on

 !" #(

þ
Yl�1
i¼1

eLDtW on

 !
eLDtW p

" #) Xn

k¼0

Lk

k!

Dtkþ1

k þ 1

 !
f T (6)

with f T
¼ ½0 1 1� (see Appendix for details). The above

relation (6) seems to be far from the one proposed in the
standard (see IEC-61508 part 6) which gives for a 1oo1
system under some assumptions:

PFD ¼ lDU

T

2
þ

1

mDD

� �
þ

lDD

mDD

: (7)

However, as can be seen in Table 3, the PFD results
obtained from the relations (6) and (7) are nearly the same
with the following data: lD ¼ 2:5� 10�5, mDD ¼

1
8
,

T ¼ 4380 h, l ¼ 100, DC 2 f0%; 60%; 90%g.
But, even if this latter relation is certainly ready and easy

to use for a reliability practitioner, it does not allow to
handle the behavior of this SIS. On the contrary, the
Fig. 6. Inspections chronology of a 1oo1 architecture.

Table 3

1oo1

DC IEC (7) Relation (6)

0% 5:50� 10�2 5:28� 10�2

60% 2:20� 10�2 2:16� 10�2

90% 5:70� 10�3 5:57� 10�3

PFD values according to the relations (6) and (7).



ARTICLE IN PRESS

0 0.2 0.4 0.6 0.8 1
5.595

5.6

5.605

5.61

5.615

5.62

5.625

5.63

5.635

5.64
x 10−3

r : on−line tests imperfection

P
FD

 a
ve

ra
ge

Fig. 9. 1oo1. Impact of the on-line tests imperfection r on PFD.
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multiphase approach can draw up the shape of the time
dependent unavailability with the effect of on-line tests
(see Fig. 7), the impact of their frequency l (see Fig. 8) or
the impact of their potential imperfection r (see Fig. 9)
according to the following matrix

Won ¼

1 0 0

1� r r 0

0 0 1

0
B@

1
CA.

In the next sections, two Markov models are suggested
for a SIS with two channels and for the second study case
of the standard. Without loss of generality, the on-line tests
of each subsystem are not considered in order to not
overload the analytical expressions for PFD. For instance,
this assumption leads the expression (7) of an elementary
channel to the following and well-known one:

PFD � lD

T

2
. (8)
Fig. 7. 1oo1. Time dependent unavailability for DC ¼ 90% and in the top

left a zoom on PFD(t).
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Fig. 8. 1oo1. Impact of the on-line tests frequency l on PFD.

Fig. 10. State diagram of a SIS composed of two channels. Channel level.
3.4. Markov model for a SIS with two channels

To consider a safety instrumented system composed
of two channels A and B, the Markov model described in
Fig. 10 is proposed (Rouvroye & Wiegerinck, 2006). This
model enables to study two kind of structures (series and
parallel), and then the respective merging rules.
In the case of a parallel structure, the model contains one

nominal state (state 1), two degraded states (states 2 and 3)
and finally two identical critical states (states 4 and 5); the
corresponding vector f T is ½0 0 0 1 1�.
In the case of a series structure, the model contains one

nominal state (state 1) and four critical states (states 2,3,4
and 5); the corresponding vector f T is ½0 1 1 1 1�.
Note that this kind of modelling (i.e. without merging

states 4 and 5) enables to distinguish which channel fails
before the other and then is well adapted to a staggered
tests policy. The channel A is supposed to be inspected at
time t1 with an inspection and repair matrix W IR

1 while the
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channel B is inspected at time t2 with an inspection and
repair matrix W IR

2 . Both channels are periodically in-
spected with the same period t2 and initial conditions
pð0Þ ¼ ½1 0 0 0 0�.

The redistribution of probabilities after the first test and
repair W IR

1 is given by

WIR
1 ¼

1 0 0 0 0

1 0 0 0 0

0 0 1 0 0

0 0 1 0 0

0 0 1 0 0

0
BBBBBB@

1
CCCCCCA

while the redistribution of probabilities after the second
test and repair W IR

2 belongs to

WIR
2 ¼

1 0 0 0 0

0 1 0 0 0

1 0 0 0 0

0 1 0 0 0

0 1 0 0 0

0
BBBBBB@

1
CCCCCCA
.

For instance, before the first test and repair if the system
belongs to the state 3, it remains in the same one after this
inspection because this state is not concerned by the repair
of channel A. In the same way, if the system belongs to the
state 4 or 5, it leaves this one to state 3 after the inspection
of channel A.
Fig. 11. Study case II. State
Applying the relation (5), the probability of failure on
demand for both potential structures becomes

PFD ¼ lim
n!1

1

t2
pð0ÞeLt1W IR

1

Xn

i¼0

Li

i!

ðt2 � t1Þ
iþ1

i þ 1

 !(

þeLðt2�t1ÞW IR
2

Xn

i¼0

Li

i!

tiþ1
1

i þ 1

 !)
f T. (9)

3.5. Markov model for the second study case

The Markov model of the second study case (see Fig. 2)
proposed in the standard to illustrate the use of merging
rules is described in Fig. 11. This model is achieved with the
following assumptions in order to reduce its complexity:
�

dia
the subsystems A and B compose the channel 1 and are
both inspected with an inspection and repair matrix
W IR

1 ,

�
 the subsystems C and D compose the channel 2 and are
both inspected with an inspection and repair matrix
W IR

2 ,

�
 the subsystem E composes the last channel 3 and is
inspected with an inspection and repair matrix W IR

3 ,

�
 the common cause failures are not taken into account,

�
 all channels are periodically inspected.

It is also assumed that the dangerous failures cannot be
detected by on-line tests (i.e the diagnostic coverage
gram. Channel level.
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Table 4

SIL values of channels A and B for two configurations

1st conf. SIL1 and SIL1

SILA SIL�1 SIL�1 SILþ1
SILB SIL�1 SILþ1 SILþ1

2nd conf. SIL1 and SIL2

SILA SILþ1 SILþ1 SIL�1
SILB SILþ2 SIL�2 SILþ2

1

2

x 10−4

P
FD

 (t
)

parallel structure  SILA1 SILB1
− −
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DC ¼ 0%) which is a pessimistic case. Moreover, as
mentioned in the standard, the safe failures have not the
potential to put the SIS in a hazardous or fail-to-function
state. For this reason, the failure rates concern only
dangerous failures. Finally, the inspections are supposed to
be perfect.

The state numbered 1 represents the nominal one where
the SIF is available all the time. The states numbered 2 and
3 are degraded ones because some parts are failed but the
SIF is nevertheless available while the states numbered
from 4 to 10 are dangerous failed ones.

The inspection and repair matrices W IR
1 ;W

IR
2 and W IR

3

are not described here but are based on the same principle
as the one used in Section 3.4. Finally, according to the
inspections chronology described in Fig. 3, if the channel 1
is inspected at t1, the channel 2 at t2 and channel 3 at t3 the
relation (5) gives for PFD

PFD ¼ lim
n!1

1

t3
pð0ÞeLt1W IR

1

Xn

i¼0

Li

i!

ðt2 � t1Þ
iþ1

i þ 1

 !(

þ eLðt2�t1ÞW IR
2

Xn

i¼0

Li

i!

ðt3 � t2Þ
iþ1

i þ 1

 !"

þeLðt3�t2ÞW IR
3

Xn

i¼0

Li

i!

tiþ1
1

i þ 1

 !#)
f T. (10)

4. Numerical results

The previous section has shown that a multiphase
Markovian approach enables to handle the probabilistic
behavior of a SIS even if it leads to complex analytical
expressions for PFD. In the present section, the models
suggested for a SIS composed of two channels and the one
for the second study case of the standard are tested to
consider the possible SIL values of each system. The
obtained results are compared with the expected values
given in the standard by both series and parallel merging
rules.
0 1 2 3 4 5
x 104

0

t (h)

0 1 2 3 4 5
x 104

0

0.01

0.02

0.03

P
FD

 (t
)

t (h)

series structure  SILA1 SILB1
− −

Fig. 12. Example of the time dependent unavailability of a SIS composed

of two channels A and B for series and parallel structures. Each channel

has a SIL�1 value. A is inspected at t1 ¼ 2200h while B is inspected at

t2 ¼ 8760h.
4.1. Data

All numerical tests are done with Matlab and a period of
one year 8760 h that is representative of values used in the
standard. The series expansion of matrix exponentials is
done with a 20th order allowing a numerical convergence
of results.

To use the proposed models with simulations, the SIL
value of each safety subsystem needs to be chosen. As
described in Section 2, a SIL level summarizes a bounded
interval of the average unavailability. Then, according to
Table 1, SIL�1 corresponds to the lower bound
(PFD ¼ 0:01) and SILþ1 to the higher bound (PFDo0:1)
and so on for the other SILs. Starting from these values,
the relation (8) enables to approximate the corresponding
failure rates for basic systems . For instance, the dangerous
failure rate of a basic SIS with a SIL�1 periodically
inspected every 8760h is nearly 2:28� 10�6. The obtained
approximated failure rates are used to construct the
transition rate matrix L.
4.2. SIS with two channels

The channel B is inspected every t2 ¼ 8760 h while
the channel A is inspected with a date t1 varying from
24 to 8760 h. Two types of configuration are studied
with the SIL values of Table 4. The first configuration
(1st conf.) stands for the channels A and B with a safety
integrity level of SIL1 while the second configuration
(2nd conf.) stands for a channel A of SIL1 and a channel B
of SIL2.
For each configuration, three combinations of SIL

values are tested on two architectures (series and parallel
structures) leading finally to realize 12 numerical tests.
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24 1200 2400 3600 4800 6000 7200 8400 9600
1

3

4

S
IL

24 1200 2400 3600 4800 6000 7200 8400 9600
1

2

3

S
IL

24 1200 2400 3600 4800 6000 7200 8400 9600
1

2

t1 (h)

S
IL

parallel structure 

parallel structure 

parallel structure 

series structure 

series structure 

series structure 

SILA1          SILB1
− −

SILA1          SILB1
− +

SILA1          SILB1
+ +

Fig. 13. SIS composed of two channels A and B (first configuration). Evolution of the SIL value versus the inspection date t1 of channel A. Series and

Parallel structures.

24 1200 2400 3600 4800 6000 7200 8400 9600
1

3
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S
IL

24 1200 2400 3600 4800 6000 7200 8400 9600
1

3

4

S
IL

24 1200 2400 3600 4800 6000 7200 8400 9600
1

3

2

t1 (h)

S
IL

parallel structure 

parallel structure 

parallel structure 

series structure 

series structure 

series structure 

SILA1          SILB2
+ −

SILA1          SILB2
− +

SILA1          SILB2
+ +

Fig. 14. SIS composed of two channels A and B (second configuration). Evolution of the SIL value versus the inspection date t1 of channel A. Series and

Parallel structures.
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For each configuration, the time dependent unavailability
is implemented according to Eq. (3) as can be seen in Fig.
12. The probability of failure on demand is implemented
according to the relation (9) which gives the results in
Fig. 13 for the first configuration and those for the second
one in Fig. 14.
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Table 6

Study case II
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From these results, we can draw the following com-
ments:
Case Inspection dates

�

Tab

Stu

SIS

SIS

SIS

SIS

SIS

SIS

SIL

t1 t2 t3

1 Ch1 Ch2 Ch3
2 Ch1 Ch3 Ch2
3 Ch2 Ch1 Ch3
4 Ch2 Ch3 Ch1
5 Ch3 Ch1 Ch2
6 Ch3 Ch2 Ch1
whatever the type of configuration, the kind of SIL
values and the value of the inspection date t1 are, the
merging rule for a series structure composed of two
subsystems is always verified. That is to say the
equivalent SIL for the complete system is equal to the
lowest of both. For both configurations, the expected
SIL level from the series merging rule is SIL1 and this
result is verified with the multiphase approach,
Inspection scenarios for each channel Chi.
�
Fig. 15. Study case II. PFD map for the 2nd configuration—case 1.

2000

3000

4000

5000

6000

7000

8000

8760

t1
 (h

)

SIL3

∗ : SIL2 
on the other hand, it can be seen that the merging
rule for a parallel structure is not always verified.
Normally, according to the standard the equivalent
SIL is SIL2 for the first configuration and SIL3 for
the second one. These SILs seem to be reached when
the SIL values of the subsystems are close to the
higher bound SILþ except for one point which presents
a SIL2 (see the third subplot in Fig. 14). But in many
cases the maximum expected SIL value is higher than
the one mentioned in the standard. On the tested
example, the parallel merging rule gives conservative
results.

4.3. Standard second study case

According to the Markov model suggested in Section
3.5, the subsystems A and B compose the channel 1 (Ch1),
the subsystems C and D the channel 2 (Ch2) and finally the
subsystem E the channel 3 (Ch3). Two types of configura-
tion are studied with the SIL values of Table 5.

These configurations are tested with the different
inspection chronologies of Table 6 based upon the dates
t1, t2 and t3 which implies a simple circular permutation of
the matrices W IR

i in the relation (10). The dates t1 and t2
are varying from 24 to 8760 h while t3 ¼ 8760 h regarding
the following inequality

t1pt2pt3,

An example of PFD evolution is described in Fig. 15 for
the second configuration and the first case. The plots
of Figs. 16 and 17 summarize the possible SIL values of
the whole system for each configuration as a function of t1
and t2.
le 5

dy case II

1st conf. 2nd conf.

A SIL�3 SILþ3
B SIL�2 SILþ2
C SIL�2 SILþ2
D SIL�1 SILþ1
E SIL�2 SILþ2

values of each subsystem and for two configurations.

24 1000 2000 3000 4000 5000 6000 7000 8000 8760
24

1000

t2 (h)

Fig. 16. Study case II. SIL map for the 1st configuration - cases 2,4.
From these results, we can draw the following com-
ments:
�
 for this study case, the expected SIL is SIL2 (see Section
2.3). The numerical results show that this level is the
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24 1000 2000 3000 4000 5000 6000 7000 8000 8760
24

5000

8760

t1
 (h

)

24 1000 2000 3000 4000 5000 6000 7000 8000 8760
24

5000

8760

t1
 (h

)

24 1000 2000 3000 4000 5000 6000 7000 8000 8760
24

5000

8760

t1
 (h

)

t2 (h)

case #1 #3 

case #2 #4 

case #5 #6 

SIL2

SIL2

SIL2

∗ : SIL1

∗ : SIL1

∗ : SIL1

Fig. 17. Study case II. SIL map for the 2nd configuration.
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lowest one that may be obtained for the first configura-
tion. Moreover as can be seen in Fig. 16, in most cases a
SIL3 is obtained instead of a SIL2 as expected,

�
 on the other hand, it can be seen for the second

configuration in Fig. 17 that the expected SIL (SIL2) is
here the highest one obtainable. This result (SIL2) is
observed for most of values of the couple ðt1; t2Þ.
However, in some cases the resulting SIL value is SIL1
whatever the inspection scenario is. For this configura-
tion, the merging rules do not give conservative results
which obviously can be a problem in a safety point of
view.

5. Conclusion

This paper has shown that the method based upon both
series and parallel merging rules suggested by the
IEC61508 standard is really easy to apply but yet it does
not lie on a robust approach. A multiphase Markovian
study has highlighted that these merging rules do not take
into account (i) the inspection dates and (ii) the value of the
corresponding PFD (SILþi ;SIL�i ) of the different safety
subsystems. The SIL values expected from the standard are
in some cases higher than the exact results obtained from
the proposed Markovian approach. These rules give
conservative results in many cases but because some
scenarios which present a weakness of security exist, they
have to remain and to be considered as just informative.
They can be used to give a first impression of the safety
integrity of an entire system composed of different
subsystems.
In many ways, an in-depth study of the safety integrity of
a SIS is more suitable. Thus, the suggested Markovian
approach may be a way to reach this goal by allowing the
generalization of the PFD expression but limited to a
reasonably sized system where only the dangerous failures
are concerned. If systematic software failures, human
errors or common cause failures (Lundteigen & Rausand,
2007b) are to be studied, then additional models need to be
designed. To consider these failures a first approach may be
the PDS method (Hokstad & Corneliussen, 2002).
Finally, as mentioned in Kosmowski and Sliwinski

(2005), this paper confirms that the standard evaluating
method is in some cases too rough and needs to be refined
if one wants to avoid inconsistency or non-conservative
results.
Appendix

The system considered here is a 1oo1 SIS submitted to
on-line tests and periodic inspections described in Fig. 6.
These tests and inspections have to be studied as phases in
the aim to evaluate their impact before formalizing PFD.
Then,
�
 for the phase ½0;Dt�:

pðtÞ ¼ pð0ÞeLt;
�
 for the phase ½Dt; 2Dt�:

pðtÞ ¼ pðDtþÞeLðt�DtÞ,
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pðDtþÞ ¼ pð0ÞeLDtW on,

pðtÞ ¼ pð0ÞeLDtW oneLðt�DtÞ;
�
 for the phase ½2Dt; 3Dt�:

pðtÞ ¼ pð0ÞeLDtW oneLDtW oneLðt�2DtÞ;
�
 and so on until the phase ½ðl � 1ÞDt; lDt�, i.e. ½ðl � 1Þ
Dt;T � concerning the impact of on-line tests:

pðtÞ ¼ pð0Þ
Yl�1
i¼1

eLDtW on

 !
eLðt�ðl�1ÞDtÞ;
�
 finally the phase ½lDt; ðl þ 1ÞDt�, i.e. ½T ;T þ Dt� concern-
ing the impact of the periodic inspection:

pðtÞ ¼ pð0Þ
Yl�1
i¼1

eLDtW on

 !
eLDtW peLðt�lDtÞ.

With

PFDðtÞ ¼ pðtÞf T,

PFD ¼
1

T

Z TþDt

Dt

PFDðtÞdt.

Whatever the phase m isZ ðmþ1ÞDt

mDt

eLðt�mDtÞ dt ¼ lim
n!1

Xn

k¼0

Lk

k!

Dtkþ1

k þ 1

and finally, summing all the integrals of the different
phases from Dt to T þ Dt, the PFD relation for a 1oo1
system becomes

PFD ¼ lim
n!1

1

T
pð0Þ

Xl�1
j¼1

Yj

i¼1

eLDtW on

 !" #(

þ
Yl�1
i¼1

eLDtW on

 !
eLDtW p

" #) Xn

k¼0

Lk

k!

Dtkþ1

k þ 1

 !
f T.
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