
E L S E V I E R  
PII: S 0 9 5  1 - 8 3 2 0 ( 9 7 ) 0 0 0 8  1 - l 

Reliability Engineering and System Safety 58 (1997) 249-274 
© 1998 Elsevier Science Limited 

All rights reserved. Printed in Northern Ireland 
0951-8320/97/517.00 

Human-centered modeling in human reliability 
analysis: some trends based on case studies 

F. Mosneron-Dupin *'a, B. Reer b, G. Heslinga c, O. Strfiter d, V. Gerdes c, G. Saliou a & W. Ullwer b 
aEDF/DERYESF, 1 avenue du G~n~ral de Gaulle, 92141 Clamart, France 

bForschungszentrum Jiilich, 52425 Jiilich, Germany 
CN.V. KEMA, P.O. Box 9035, 6800 ET, Arnhern, The Netherlands 
dGRS, Dept. 501, Forschungsgeliinde, 85748Garching, Germany 

(Received 18 January 1997; accepted 30 June 1997) 

As an informal working group of researchers from France, Germany and The 
Netherlands created in 1993, the EARTH association is investigating significant 
subjects in the field of human reliability analysis (HRA). Our initial review of cases 
from nuclear operating experience showed that decision-based unrequired actions 
(DUA) contribute to risk significantly on the one hand. On the other hand, our 
evaluation of current HRA methods showed that these methods do not cover such 
actions adequately. Especially, practice-oriented guidelines for their predictive 
identification are lacking. We assumed that a basic cause for such difficulties was 
that these methods actually use a limited representation of the stimulus-organism- 
response (SOR) paradigm. We proposed a human-centered model, which better 
highlights the active role of the operators and the importance of their culture, attitudes 
and goals. This orientation was encouraged by our review of current HRA research 
activities. We therefore decided to envisage progress by identifying cognitive 
tendencies in the context of operating and simulator experience. For this purpose, 
advanced approaches for retrospective event analysis were discussed. Some 
orientations for improvements were proposed. By analyzing cases, various cognitive 
tendencies were identified, together with useful information about their context. Some 
of them match psychological findings already published in the literature, some of them 
are not covered adequately by the literature that we reviewed. Finally, this exploratory 
study shows that contextual and case-illustrated findings about cognitive tendencies 
provide useful help for the predictive identification of DUA in HRA. More research 
should be carried out to complement our findings and elaborate more detailed and 
systematic guidelines for using them in HRA studies. © 1998 Elsevier Science 
Lirrfited. 

1 I N T R O D U C T I O N  

This article presents the work of  the European Association 
on Reliability Techniques ;for Humans (EARTH), an infor- 
mal working group created in 1993 by Electricit6 de France 
(EDF), Gesellschaft fiir Anlagen und Reaktorsicherheit 
mbH (GRS, Germany), N.V. KEMA, (The Netherlands) 
and Forschungszentrum Jiilich (Germany). 

Human reliability analysis (HRA) is widely recognized as 
a weak point of  probabilistic safety assessment (PSA). How- 
ever, to renounce HRA would significantly reduce the 
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benefits gained from PSA, since man-machine  interaction 
is an essential factor in risk and safety. Moreover, safety 
assessment is a necessity for systems involving risk. Thus, if 
no sufficient confidence can be put in HRA, designers will 
have to replace human actions by automatic actions (which 
are easier to assess), even when this is not optimal for 
operation (due to complexity, cost, spurious actuations, 
etc.). 

Therefore, there is a need to make progress with HRA 
methods. Progress is particularly necessary with respect to: 

• extraneous actions ('introduction of  some task or 
step that should not have been performed' n); 

• errors o f  intention ( 'operator intends to perform 
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some action that is incorrect but that he believes to 
be correct or to represent a superior method of per- 
formance' l). 

Such types of errors are hardly dealt with in today's PSA 
studies. Yet their importance is likely to grow in new sys- 
tems. Since these systems are increasingly automated, the 
role of the operator becomes one of a supervisor, involving 
complex cognitive processes. The risk is then no longer just 
one of omission of simple actions--which are controlled by 
the machine--but  more that of performance of extraneous 
actions decided by the operator to deal with a real or sup- 
posed limit of the automated system. 

For all these reasons, in 1993 it was decided to create the 
EARTH group, which brings together specialists from EDF, 
GRS, KEMA and Forschungszentrum Jiilich (Jiilich 
Research Center). The main objective of EARTH is to con- 
tribute to the improvement of HRA methods at a European 
level by: 

• gradually bringing the points of view, methods and 
programmes of various European partners closer 
together; 

• focusing exchanges on the problems involved in 
taking account of errors of intention and extraneous 
actions. 

Scheduled meetings (about two per year) set the frame- 
work of the group's working methods. Such meetings are 
held for: 

• reviewing the status of the various partners' work 
on the subject; 

• defining certain common tasks on which each entity 
works within its own programmes. 

Sections 2 - 4  of this article present the programme car- 
fled through to date. The work began with a bibliographical 
investigation (Section 2) of the questions of extraneous 
action and error of intention. This investigation confirmed 
that it would be useful: 

• to go back to cases of real and simulated events; 
• to investigate the potential uses of the concept of 

'cognitive tendency' in HRA. 

Ideas, approaches and preliminary results about the latter 
two items are presented in Section 3 (Event Analysis) and 
Section 4 (Cognitive Tendencies). Finally, Section 5 (Con- 
clusions) outlines current prospects. 

2 L I T E R A T U R E  R E V I E W  

2.1 Introduct ion of  cases and definition of  subject 

The main focus of EARTH's investigations on HRA progress 
concerns a type of extraneous action, that is based on an 
error of intention, and that results in an unsafe intervention, 
i.e. adverse change of system state by an active human input. 

For simplification, such a type of action will be desig- 
nated as decision-based unrequired action (DUA). The term 
'unrequired' often characterizes a situation in which no 
human intervention is needed to avoid a certain system fail- 
ure: the system conditions are intrinsically safe or stable, 
and relevant system functions are working within their 
limits of tolerance or are in proper standby state. Table 1 
contains a sample of collected cases of unrequired actions in 
such situations. 

Why do we not use the usual term, 'error of commission' ? 
Firstly, it is too general ('incorrect performance of a task' 1). 
Therefore, it does not have much signification from a psy- 
chological perspective. Secondly, it does not match PSA 
structure. When an action is required, there will be three 
possible branches in an event tree: 

- -  correct action ( 'yes ' )  
- -  no action ( 'no':  omission or delayed action) 
- -  unrequired action. 

When no action is required, there are two possibilities: no 
action; unrequired action. Only unrequired actions will be 
modeled. A 'commission error' may be modeled either by a 
'no action' branch (too early, too late) or by both a 'no 
action' branch and an 'unrequired action' branch (starting 
pump A instead of pump B: no action on pump B, 
unrequired action on pump A). The term 'unrequired action' 
better matches the PSA structure. 

In our investigations, we concentrate on DUA. Decision- 
based means that the action is intended by the operator. 
Involuntary actions (like inadvertently touching a control, 
e.g. case 1 in Table 1) will not be addressed. Sometimes a 
deep analysis of the incident is necessary to determine 
whether an action was intended or not, e.g. cases #6 and 
#8 in Table 1. If there is any doubt due to sparse informa- 
tion, we recommend classifying the action as intended. The 
problem of such classifications (intended or not; mistake or 
slip) is also reflected by incident analyses of other authors. 

For example, in 1986, Reason classified the case #5 
action (TMI, disconnection of high pressure injection) 
unambiguously as a skill-based slip (ll, p. 296). Four 
years later, he assesses that it involves both elements of 
a slip (strong-but-wrong interpretation) and a mistake 
(improper appraisal of system state; 12, p. 55). 

Nevertheless, their significant safety impact confirms our 
restriction on those unrequired actions that are decision- 
based (i.e. intended). Given such an action, recovery factors 
are less effective. In most of the cases, external intervention 
is needed to recover the underlying error of intention l 1,12 

Our work concerning the definition of the subject (DUA) 
has shown that the taxonomies of Swain and Guttmann 1, 
Reason 12 and IAEA 13 are useful for initial understanding 
of human actions concerning risk relation and error causa- 
tion. However, without reference to real performance situa- 
tions, their value is diminished. Therefore, it is strongly 
recommended that such taxonomies be used together with 
specific cases from operating or simulator experience. 
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Table 1. Cases of unrequired actions from nuclear operating experience. Other studies (e.g.NRC 2) confirm that such cases are not 
of an exceptional nature 

Action Unrequired because... Consequence 

Case #1. PWR, Obrigheim, 1972, while 
performing scheduled purging of 
pressurizer relief tank: control of  drain 
valve inadvertently touched 3.4 

Case #2. PWR, Obrigheim, 1972, after 
loss of coolant through open drain valve: 
bridging the torque limit switch of the 
valve 3•4 

Case #3. BWR, Browns Ferry. 1975: 
working with burning candle for 
closeness check of a cable shaft 6 

Case #4. BWR, Brunsbiittel, 1978, after 
mainsteam leakage in turbine hall: 
inhibiting automatic scram actuation 
as part of the plan for the location of the 
leakage by inspecting the turbine hall 6 

Case #5. PWR, TMI-2, 1979, after loss 
of coolant through open pressurizer relief 
valve: manual disconnection ~f the high 
pressure injection (HPI) pumps 

Case #6. BWR, Oyster Creek 1, 1979, 
while attempting to assure adequate 
natural circulation after trip of all 
recirculation pumps: closing Of two more 
discharge valves (B and C) than 
required s 

Case #7. PWR, Davis Besse, 1985, after 
failure of the main feedwater pumps: 
manual start of  auxiliary feedwater 

9 pumps 

Case #8. PWR, Philippsburg-2, 1987, 
while performing scheduled tests of the 
reactor protection system (RPS) during 
shutdown state: disconnection of  all 
emergency diesel generators (EDG) from 
the actuation via RPS 1o 

Case #9. PWR, Biblis-A, 198'7, during 
required but unscheduled performance 
of plant shutdown: attempting to close 
stuck open primary isolation valve (PIV) 
via reflux by opening a test pipe between 
first (stuck open) PIV and second PIV 1o 

.. •initial situation was safe, manipulation 
of drain valve is no component of 
scheduled purging 

• ..automatic safety injection would control 
the loss of coolant (5) 

...initial situation was safe, working with 
candle violates safety rules 

• ..the loss-of-steam-related system 
functions worked properly, scram 
inhibition violates safety rules 

...automatic HPI would have controlled 
the loss of coolant 

• ..natural circulation requires the closure 
of exactly two discharge valves (A and E) 

...the emergency feedwater pumps would 
start automatically later on 

.••initial situation was safe, disconnection 
of all EDGs (at the same time) is no 
component of scheduled RPS tests 

• •.initial situation was safe, second PIV 
was closed, first stuck open PIV could be 
closed without problem under low 
pressure when shutdown is terminated 

drain valve opened after touching of control, 
loss of coolant accident (LOCA) 

drain valve could be closed, loss of coolant 
stopped 

cable shaft ignited, cable fire accident 

leakage not located, significant safety function 
partially unavailable 

loss of coolant until core damage 

failure of natural circulation, decreasing of 
core water level 

starting failed, steam generators (SG) isolated, 
failure of both auxiliary feedwater pumps 

significant safety functions partially 
unavailable 

first PIV did not close via reflux after opening 
of test pipe, LOCA (via test pipe) outside the 
containment for short duration 

2.2 Current  practice in ana lyz ing  decis ion-based 
unrequired actions 

To what extent do established methods cover the analysis of  
DUA? Established methods are those which are currently 
used world-wide in studies on PSA. The most well-known 
of  these are, in alphabetical order: A S E P  14; H C R  15; 
H E A R T  16; SLIM 17, T H E R P  1 

If we refer to the written contents of  the publications listed 

above, we would conclude that each of  the methods is able to 
quantify the probabilit ies of  decision-based unrequired 
actions. For the essential phase of  such quantification, 
namely the identification of  decision errors and of  the essen- 
tial performance shaping factors (PSF), the authors of  the 
methods listed above recommend performing a detailed task 
analysis or applying other approaches such as confusion 
matrix is. However,  only THERP presents guidelines on 
how to perform a task analysis in the context of  HRA. 
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But THERP's guidelines do not adequately cover the 
identification of DUA--which are a subset of what 
THERP calls 'extraneous acts'. Firstly, the identification 
of extraneous acts is stated as a problem of pre-selection 
of the PSA-relevant ones: 

"Obviously, a person in a system performs many 
extraneous acts, e.g., smoking a cigarette, scratching 
his nose, and the like. In a system context, these 
behaviors are not considered errors unless they have 
potential for degrading the system in some manner" 
(1, pp. 2-16). 
In general, THERP admits that 'no hard and fast rules' 

can be given for error identification. Concerning extraneous 
actions, it is stated that their identification is extremely dif- 
ficult and that the degree of completeness greatly depends 
on the analyst's expertise: 

"No one can predict unlikely extraneous acts by 
plant personnel, such as the use of a candle to 
check leaks in the negative pressure containment 
building (the Brown's Ferry Incident). Still, given 
sufficient time, a skilled analyst can identify most 
of the important tasks to be performed in a system 
and most of the ways in which errors are likely to be 
committed" (1, pp. 4-9). 
As a basic support for the identification of such errors and 

error-prone situations, THERP (1, Fig. 4-2) presents a 
number of factors under the following five headings: (1) 
external inputs to human; (2) discrimination and perceiving; 
(3) cognitive activities and processes; (4) responses; (5) 
external results. The listed factorsmwhich mainly concern 
psychological and ergonomic findings in human perfor- 
m a n c e - a r e  explained in more detail in several chapters 
of Swain and Guttmann's Handbook 1, especially in Chapter 
3 ('Some Performance Shaping Factors Affecting Human 
Reliability'). They appear as a basic guide for identifying 
problems that concern man-machine interfaces (e.g. 'mis- 
leading feedback') or elements of cognition (e.g. 'conflict- 
ing goals'). However, explicit guidelines on how to identify 
and quantify elements of cognition in a PSA, especially 
those leading to extraneous actions, are lacking. This gap 
between basic explanations about PSF and guidelines for 
their incorporation in HRA is also reflected by the examples 
presented in J, e.g. case study No. 2 in Chapter 21 of the 
Handbook: 

The analysis addresses the failure to switchover from 
injection mode to recirculation mode within two min- 
utes as soon as an alarm warns (30 minutes after large 
LOCA) of an excessively low water level in the 
refuelling water storage tank. However, it does not 
consider the questions as follows: what happens if the 
switchover action would be implemented too early 
(i.e., before 30 minutes)? In which variants of an 
accident such switchover action may be unrequired 
or unwarranted? Which elements of cognition could 
lead to confusions concerning action timing or acci- 
dent variant? 
So, unrequired actions that aggravate apparently safe 

situations are seldomly addressed explicitly. However, 
Table 1 demonstrates that such actions do happen and con- 
tribute to risk. 

2.3 Why do current human reliability analysis methods 
fail in decision-based unrequired actions prediction? 

Given the little help that established methods present for the 
analysis of decision-based unrequired actions, it is not sur- 
prising that these actions are inadequately incorporated into 
current studies on PSA. This is no reproach of established 
methods. We know that we have to deal with a basic diffi- 
culty in HRA. 

It seems that most HRA methods make too simplistic a 
use of the stimulus-organism-response (SOR) paradigm. 
To 'predict' the 'R', they focus on the 'S', and, more pre- 
cisely, on those stimuli closely related to the prescribed 
response: the prescribed task (theoretical PSA event and 
external PSF). The operator is modeled as a relatively pas- 
sive information processor. He is seen as a 'reactor', rather 
than an 'actor'. Thus, this HRA practice should perhaps be 
named task reliability analysis instead of human reliability 
analysis. 

Such a use of the SOR paradigm is unsufficient for 'pre- 
dicting' DUA. Much attention should be paid to the 'O'. 
According to "activity-oriented ergonomics", the operator 
is actively operating, i.e. modifying the work situations 
through the signification he ascribes to them w,2o. This 
could result in a response which is not closely related to a 
stimulus considered as relevant for the prescribed task. 
Usually, the operator's activity is unequal to the prescribed 
task. This conforms with the authors' previous experience in 
HRA practice, for example: 

"The operator does not apply the procedure mechani- 
cally .... Every time an operator reads a procedure he 
necessarily interprets or 're-thinks' i t" (21, pp. 631). 
"... PSA for research reactor FRJ-2. Firstly, we (the 
PSA team) assumed that after LOCA plant personnel 
would give priority to preparing light water injection 
for the (anticipated) case that automatic heavy water 
injection would fail. However, a talk-through [with 
the operators in the 'field'] showed that priorities 
would be as follows: switching out the hooting acci- 
dent alarm, and rescuing of workers from the 
[LOCA-affected] reactor hall" (translated from 22, 
p. 186). 
Besides, even under well-defined laboratory conditions, 

the signification of the situation for the operator may lead to 
unexpected stimulus-response correlations. For instance, 
expectancy (predisposition to interpret information in a cer- 
tain way J) often appears to be at least as important as the 
stimulus itself. This underlines the key role of human 
characteristics. 

To some extent, existing taxonomies and models attempt 
to improve the current practice of SOR representation in 
HRA. Sabri et al.'s 23 retrospective analysis of incidents 
uses a taxonomy that includes a behavioral error category 
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defined as human-initiated and which may result from an 
activity on the part of the human that does not require an 
external stimulus. Swain and Guttmann's (l, Fig. 4-2) sim- 
plified man-machine model includes a human-internal 
feedback loop which may result from cognition-related fac- 
tors such as attitudes, motivation, emotions, and the like. 
However, the sparse explanations of these factors confirm 
that they are not well understood in a system context, or that 
their inclusion is understressed. Thus, they cannot be easily 
implemented into predictive analyses of complex systems. 

Against this background, the state of art of promising new 
HRA methods will be briefly evaluated in the next section. 

2.4 Promising new methods and approaches 

Several methods concerning improvements of established 
methods like THERP have been published. Many of them 
are summarized and evaluated in Swain 24, for example. Some 
even more recent methods.--not presented in Swain 2 4  
partially concern our subject of research (DUA), namely in 
alphabetic order: CES 25,26; EDF's 'EPS 1300' HRA method- 
ology 27,28; HCR/ORE 29; INTENT 30. Evaluations of these 
relatively new methods can be found, for example, in Gertman 
and Blackman 31 or Reer et al. 3z. In addition to the methods 
listed above, several initial approaches or recently published 
procedures and methods are presented in Barriere et al. 
33,Cooper et al. 34, Julius et al. 35, Hollnage136 and Reer 22,37 

CES and EDF 'EPS 1300' methodology include 
advanced concepts concerning the incorporation of insights 
from operating and simulator experience. CES derived fac- 
tors about human intention :formation from such experience, 
e.g. cases #6 and #7 (Table 1) are referred to in Woods et al. 
(25, p. 180). EDF identified two cases of DUA (unwarranted 
shutdown of safety injection after a LOCA; unwarranted 
isolation of steam dump to the atmosphere after a steam 
generator tube rupture) fi'om simulator experience, and 
took them into account in the 'EPS 1300' PSA 38. EDF 
also stresses that information about the actual NPP context 
is of the utmost importance for HRA; especially information 
about the 'most human claaracteristics': operator habits, 
attitudes, informal organization and practices 28. Recently 
published frameworks or methods for the analysis of errors 
of commission 33,34 use insights from detailed report-based 
events from operating experience, too. 

HCR/ORE and INTENT use an advanced concept by 
classifying errors according to their underlying mechanisms 
and not so much according to their external accompanying 
circumstances. However, there is need for clarification of 
the employed definitions. Especially in INTENT, the 
theoretical basis of many relations between error type and 
PSF is not clear, and the PSF weighting procedure is not 
justified. HCR/ORE's methodological description only con- 
cerns failures of required actions. 

There are promising works investigating the links 
between safety-related ewmts and human characteristics. 
In a procedure for the analysis of errors of commission 
published in Julius et al. 35, three powerful operator-related 

performance influencing factors (e.g. expectation) are 
included. However, only three such factors are considered. 
And the related contextual factors should be presented more 
systematically. On this issue, the ATHEANA project 34 
promises progress. ATHEANA's research on 'error forcing 
context' (EFC) appears to be an important attempt to renew 
the concept of 'error-likely situation' presented in Swain 
and Guttmann 1. We appreciate the case studies on error 
mechanisms (34, Chapter 5). However, at this stage of the 
project (1996), the active role of the operator still seems to 
be unsufficiently modeled. It is not clear how such 
phenomena as expectancy can match the underlying frame- 
work 'detection-situation assessment-response planning- 
response implementation'. 

Jiilich Research Center work 22,37 resulted in initial 
guidelines (illustrated by both hypothetical accident scen- 
arios and real cases from operating experience) for the iden- 
tification and quantification of decision-based errors. The 
underlying concept is based on the distinction between 
system failure of analyst's interest (SFAI) and system fail- 
ure of operator's interest (SFOI). Case studies demonstrate 
that a SFOI-vs-SFAI-related approach helps for both retro- 
spective explanation of extraneous decisions--e.g, case #5 
in Table 1, loss of core coolant level (SFAI--what 
happened) vs pressurizer overfill (SFOI--what the operator 
wished to avoid)--and their predictive identification in 
HRA. However, the guidelines need to be refined, on the 
basis of extended HRA applications and extended inputs 
from operating experience. 

Furthermore, promising works of EARTH's members are 
in preparation. In Striiter 39 a data bank (based on German 
NPP operating experience) is created which allows for the 
assignment of a certain error type to a set of PSF constella- 
tions. A collection of systematic deviations from normative 
rational decision-making reference criteria is presented in 
Gerdes 40. Ullwer 41 identified types of error-causing 
conditions by means of interviews with trainers about 
their supervisions of various NPP accident simulations. Pre- 
liminary results of these works are published in Gerdes 42'43, 
Str~iter 44,45 and Mehl et al. 46 

The activities quoted above confirm that DUA are of 
major interest in current HRA research. 

2.5 Conclusions from literature review 

Cases from operating experience illustrate convincingly that 
DUA concern all categories of risk-related actions in NPP. 
Current HRA practice tends to neglect them because estab- 
lished methods do not contain adequate guidelines for their 
inclusion. Therefore, it is not surprising that a major field of 
current research attempts to fill this gap. Unfortunately, so 
far there is no practical HRA method that addresses DUA 
adequately. 

Nevertheless, promising trends exist, namely: 

• HRA should make more extensive use of insights 
from operating experience and simulator tests. 
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• Such information collection and interpretation, as 
well as modelling, should be based on an improved 
SOR representation, which emphasizes operator's 
characteristics and active involvement in the situa- 
tion (while current representations mainly highlight 
the characteristics of the prescribed task). 

This is why we found it necessary to discuss event ana- 
lysis methods (Section 3) and to test the concept of cognitive 
tendencies for HRA purposes (Section 4). 

3 EVENT ANALYSIS METHODS 

3.1 Why is retrospective analysis necessary? 

As we pointed out, operators are always actively involved in 
their work situations. To understand what is determining 
this active involvement, a systematic analysis of plant and 
simulator experience is necessary. 

To summarize the state of current methods briefly, 
Section 3.2 gives a short overview of selected methods for 
event analysis. Afterwards, the main features of methods 
that have been developed by the authors are presented. Con- 
cluding remarks derived from our debates on retrospective 
analysis methods are presented in Section 3.3. 

3.2 How should retrospective analysis be carried out? 

3.2.1 Current practice 
Looking at different methods for event analysis, the follow- 
ing principal approaches may be distinguished: classifica- 
tion systems and analysis methods. 

3.2.1.1 Classification systems. Classification systems use 
a limited or open set of a task-, error- or PSF-related 
taxonomy to describe an event in a systematic manner. 
An overview of different classification systems is given 
in Wilpert et al. 47. A well-known method in this field is 
ASSET (assessment of safety significant event team). After 
splitting an event into different occurrences, ASSET 
performs a root cause analysis for each occurrence of the 
event (see IAEA 48 and Okrent and Xiong 49, for example). 
For summarizing overviews see also IAEA so or SVA 51. 
ASSET gives priority to the retrospective identification of 
causes of incidents, but it focuses on the analysis of 
organizational and management factors. However, events 
result from a complex interrelation of organizational factors 
as well as ergonomic and personal factors. 

3.2.1.2 Analysis methods. Analysis methods go one step 
further by analyzing the error mechanism and interrelations 
between tasks, errors and PSF of organizational, ergonomic 
and personal nature. For instance, a typical interrelation 
between two PSFs is 'bad ergonomic design' that is 
compensated by the 'knowledge of the operator'. The 
above-mentioned classification systems may describe such 

an interrelation only by using two separate descriptors, 
design and knowledge: the causal link cannot be 
described with these methods (e.g. both descriptors may 
be used for two independent failures within one event). 
Analysis methods are rare but have the advantage of 
depicting the complexity of possible events by going 
beyond simple description and classification of causes. 
One example is the human system (HSYS) method 52 
However, this method is still not empirically validated 
nor does it emphasize coherencies between context 
effects and decision-based unrequired errors. 

Discussing both methodological approaches, one has to 
be aware that these methods mainly focus on causes and not 
on the errors that occurred. Usually, errors and causes are 
treated by one descriptor and, because of this, the deeper 
understanding about the situation gets lost, as the following 
example shows: if a method uses an abstract descriptor (e.g. 
'procedure') to describe what happened in an event, this 
does not distinguish whether an error (e.g. 'Procedure not 
followed') or a PSF (e.g. 'Bad design of Procedure') is 
meant. Also, positive effects of PSF are not considered. 

Another problem is the representation of event dynamics: 
a previous management error (e.g. decision not to buy a new 
tool) may become a PSF for the operator who performs a 
physical action in the plant later on. The same holds for a 
maintenance error that has lead to a latent failure. For the 
operator those previously made errors become PSF in his 
working situation (e.g. insufficient tools or latency of pos- 
sible side effects). Such combinations of errors and causes 
in the dynamics of the event are not clearly represented in 
these methods (cf. Str~iter 39). Concluding, complete analy- 
sis should concern: 

• Possible errors (omission, commissions) 
• Possible causes (PSF) 
• Possible error situations or error-dynamics (interre- 

lations of PSF, implications of previous errors, 
dependences) 

The methods outlined above do not adequately address 
typically decision-making factors, and especially those fac- 
tors to be considered if the operator is not seen as a 'stimulus 
responder' within the SOR model. Due to this, it may be 
concluded that approaches of current practice contain little 
information about relevant aspects that are especially of 
importance for analysis and assessment of DUA. 

3.2.2 Introduction of methods including partial 
improvements 
At GRS, based on the criticism of current approaches for 
event analysis, a situational analysis approach was devel- 
oped by Str~iter 39. The method consists of a systematic 
structure for event analysis in which an open list of taxo- 
nomies may be used (task taxonomy, error taxonomy and 
PSF taxonomy). It was implemented as a database named 
CAHR (connectionism assessment of human reliability; see 
Striiter 45). Fig. 1 gives an overview of the procedure. The 
method first performs an event decomposition, and secondly 
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Fig. 1. Overview of the CAHR procedure for a situation-related evaluation of plant experience. 

a detailed analysis of the identified erroneous actions. For 
this purpose, the affected system components, the errors that 
have been observed within the working system and the 
accompanied PSF are analyzed. The framework includes 
ergonomic, cognitive, org;mizational and system-related 
aspects of human reliability in the framework of a man-  
machine system (MMS). 

An important aspect is the distinction of the 'task' and the 
'task order'. The task is what the operator has to do (as 
defined for instance by a hierarchical description). The 
'task order' is the way the task is introduced to the operator 
(e.g. by administrative order, by oral instruction). This term 
enables an important aspect of communication within work- 
ing systems to be addressed. 

An advanced knowledge-based system provides the 
analysts with most probable PSF or errors that were 
observed in comparable events or mentioned in literature. 
Because sufficient information may not be collected in 
every case with the first event-report, this feature enables 
handling of incomplete event information and use of histor- 
ical information to support :and minimize the efforts in ana- 
lysis and classification of a new event. The algorithm of the 
knowledge-based system also enables a qualitative and 
quantitative prediction of human reliability on the basis of 
collected events 53,54. For this purpose, it uses a compatible 
scheme and procedure for event description/acquisition as 
well as for the assessment. 

Since the approach is flexible ( 'open'),  the predictive 

power may be improved by further collection of events. 
Major features are: (1) it allows a compromise between 
free text analysis (open analysis form) and fixed descriptors 
(closed analysis form); (2) the richness of the situation (i.e. 
the error dynamics and context) may be described; (3) it is 
able to find similarities between different events or to sub- 
sume different events regarding an actual question, which is 
important for generating statistical data from the detailed 
information; (4) interrelations of PSF and errors can be 
analyzed (e.g. PSF influencing cognitive behavior); (5) prob- 
able errors or PSF for a given situation can be predicted. 

Though the first results are promising, future validation 
studies will have to confirm the predictive power. Also the 
applicability of the tool has to be improved to assure a 
completion and extension of the data-base. 

At KEMA, a method to identify and analyze cognitive 
errors (MICE) was developed 4o. MICE is a computer-aided 
standardized method for event analysis. The method can be 
used for detailed analysis, forcing the analyst to think about 
how the operator had to solve the problem (operator point of 
view, not designer oriented). A structured cognitive error 
classification that underlies the method comprises 55 errors 
that were built from 13 basic error types. Furthermore, it 
provides a detailed classification of PSF that were derived 
from a literature review of 32 sources. A mapping of errors 
to PSF is employed to attribute context to the errors. The 
method provides detailed information about cognitive errors 
and their context. Its application may lead to questions about 
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operator's beliefs and attitudes. A limitation of  the method is 
that through a decomposition of  the event into occurrences, 
the interaction and dynamics of  the occurrences may be lost. 

EDF developed an approach for detailed event analysis 55. 
It is made up of five steps: 

1. Information collection: parameter-records, shift book, 
technical analyses, a n d - - v e r y  important-- interviews 
with the operators. The goal of  this step is to know (as 
much as possible) what actually happened. 

2. Description of  the temporal and logic chain of facts, 
considering the man-mach ine  system as a whole. At 
this step, the real and potential consequences of  the 
event are also examined, 

3. In-depth analysis of  the deviations from prescriptions 
(which deviation, which causes?). 

4. Analysis of  the factors involved in the decision- 
making process, from the operators'  point of view. 
These factors are related to the situation (prescribed 
task, formal and informal organization, man-mach ine  
interface, etc.) and to its signification for the operators 
(based on their experience, attitudes, goals, etc.). 
Operators'  decision-making for each main action 
can thus be described by a balance of  a number of  
elements of  arbitration. This is a way to illustrate the 
trade-offs which lead to the decisions. 

5. Definition of corrective actions. 

The method is useful for in-depth analysis. It is open and 
therefore can be applied to various cases and does not con- 
strain interpretation too much. However,  more develop- 
ments are needed concerning the human factors aspect of  
the analysis (especially for steps 3 and 4). Analysts should 
be provided with more guidance for richer interpretations of  
the causes. Otherwise, the corrective actions proposed will 
too often be ' improve the procedure'  and 'tell the operators 
not to do so'!  

At the Jiilich Research Center, Reer 56 developed a 

method that contains an open list of  guidelines based on 
insights from previous retrospective analyses (e.g.57-59). 
As a scope-setting principle, it is recommended in this 
method to compile a very 'short story'  that includes all 
unusual occurrences and their essential context without 
excessive technical details. Then the analysis should 
envisage major PSA-related occurrences first. For their 
description, the method presents a list of  criteria (i.e. 
items for data acquisition) which are easy (i.e. objectively, 
as free from judgement as possible) to obtain on the one 
hand and which have been proved to be useful for causal 
analysis on the other hand. For instance, for each incorrect 
human response occurred, the analyst will look for: the 
underlying goal or plan if it is self-evident (e.g. the plan 
to close a stuck-open valve, see Table 1, case #9); the antici- 
pated correct response and its consequence; the underlying 
task and sub-task; the underlying sequence of events. Guide- 
lines that are mainly of  holistic, comparative and general- 
izing nature are provided (see Table 2 as a simplified 
illustration). For instance, it is recommended to consider: 

• an occurrence not separately, but within the context 
of  a 'wide-enough defined' sequence of events (e.g. 
in Table 2: not only the second check is considered, 
but also the first check, although it was successful); 

• similar situational patterns from other incidents 
(e.g. by Wustmann 60: an error that occurred at 
the end of procedure when the problem was 
almost solved); 

• the common presence of several items. 

3.3 Conclusions from the discussion of  event analysis 
methods 

By applying the methods discussed to cases and by discuss- 
ing the analyses within the group, conclusions were drawn 
concerning several important issues. 

Table 2. Simplified illustration of a causal analysis by using guiding principles of holistic, comparative and generalizing nature 

Guiding principles Obtained results 

Holistic view of the occurrence-underlying 
sequence of events 

Comparative view of the sequence-underlying 
events 

Generalization of system-specific findings 

Comparative view of similar retrospective 
findings 

Generalization of system-specific findings again 

Simplified sequence from the Browns Ferry incident (Table 1, case #3): First check 
with candle ~ leakage detected and sealed ~ second check with candle ---* 
cable shaft ignited in presence of a sucking air stream due to remaining leakage. 

Question to be raised: Both checks were performed in the presence of a leakage. 
Why did the first check succeed, and why did the second one fail?Plausible answer: 
The first check resulted in sealing of a leakage (success). Thus, during the second 
check the operator did not expect a leakage anymore. 

Causal factor: Reduced vigilance after perceiving essential success. 

Confirmation of the causal factor: Other occurrences from operating (e.g. 
60  4 6  41 Wustmann ) and simulator (e.g. Mehl et al. , Uilwer ) experience. 

Recommendation for improvement: Incorporation of special alerting factors in those 
critical procedure steps subsequent to a step that is likely to be perceived as an 
essential success. 
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3.3.1 Combining open and closed methods 
Event analysis within an 'open' classification (i.e. flexible 
taxonomy and structure of errors and PSF) may lead to a 
high variability in analyses. Another common disadvantage 
of such a procedure is the high dependence on the analyst' s 
expertise. Only weU-trained human-factor specialists will 
be able to choose and identify causal factors. However, 
such methods are well adapted for in-depth detailed event 
analysis. 

Event analysis within a 'closed' classification (i.e. fixed 
taxonomy and structure of errors and PSF) may lead to 
analysis deterioration, since the information is acquired 
according to the analysis-scheme rather than to the specific 
aspects of the event. Concerning possible PSF, 'closed' 
classifications are normally incomplete. However, such 
methods are needed for artalyzing many cases in a stan- 
dardized way for statistical treatment. 

To assure both advantages, a good methodology should 
combine open and closed fi~,atures (cf. Str~iter 39). It should 
also support the analysts by (1) collecting information about 
the context of an event and its relationships to cognition 
systematically, (2) finding error-prone situations or error 
opportunities and PSF (this includes using an open object-, 
task-, error- and PSF-taxonomy), (3) finding similarities 
between events regarding qualitative and quantitative data 
about man-machine interface, organization and operators. 

3.3.2 Making clear disfinc,~,ion between facts and 
assumptions 
As the information about events is sometimes rather scarce 
and difficult to collect in the necessary detail, analysts have 
to make many assumptions and interpretations. However, 
very often no clear distinction is made between well- 
established facts and assumptions. In this case, proposals 
to improve the man-machine system or administrative pro- 
cedures will be made on a weak or even unknown basis. 
There is a high risk of spending money and effort for 
changes that actually are 'justified' only by an insufficient 
or wrong assumption. Therefore, event analysis should 
explicitly discern the known, observed, explained facts 
and the assumptions and interpretations. This includes 
being able to describe different paths of explanations for 
one event. 

Such a practice would also show how well-established 
information is often lacking. It would induce analysts to 
improve their information-collection methods (in particular, 
interviews with operators). Finally, we suggest that event 
analysts should consider methods for selecting information 
sources and for interpreting information that were identified 
as being of high value in history or hermeneutics. 

3.3.3 Combining designer-centered analysis and operator- 
centered analysis 
Event analysis usually stresses information about 'external 
PSF' and what the operators should have done (designer 
centered analysis). In order to get insights into 'internal 
PSF' (operators' feelings, attitudes, why they acted, which 

compromises they made, what was the signification of the 
event for them, etc.), the analysis should also be performed 
'from the operators' point of view' (operator-centered ana- 
lysis). Of course, this kind of analysis is difficult and implies 
getting good information and making a rigorous distinction 
between facts and assumptions. 

3.3.4 Giving narrative descriptions of events 
Event descriptions are very often static, though operators 
experience events as highly dynamic and complex situations 
(see for instance Frederick's statement about the TMI inci- 
dent 61). The operators have to find a compromise between 
various constraints and goals. Their actions are results of 
trade-offs. Moreover, this may be accompanied by time 
pressure. Narrative story-like descriptions of events will 
help to explain such dynamics and will therefore be useful 
for operator-centered analysis. To get a better view of the 
context of the unsafe action, naturalistic inquiries may be 
applied 62 

3.3.5 Describing the context of unsafe actions 
An important aspect for the analysis of DUA in their specific 
context is a systematic consideration of the interrelations 
between the different aspects of the situation. For this pur- 
pose, the context has to be defined. It consists at least of the 
prescribed task, the information from the system, and the 
characteristics of the situation (e.g. time constraints) or of 
the technical system (e.g. dynamics) as well as the relation- 
ship of the operators with their management and organiza- 
tion. All these aspects together build the error situation or 
error context. Trying to identify some characteristics of the 
situation not present under more typical or nominal condi- 
tions ('aleatory aspects' as they are called in Section 4.2.1) 
is particularly useful. 

3.3.6 Ensuring confidence and confidentiality 
Decision-based unrequired actions result from complex 
interrelations between situational constraints and cognitive 
mechanisms. Hence, the term DUA is not associated with 
any type of guilt. The analysis of plant experience must 
neither blame nor burden the operator. Besides, confidence 
and confidentiality are necessary for good information 
collection. 

3.3.7 Stressing positive aspects of operators' activity 
As event analysis usually aims at tracking defects, it focuses 
on operators' errors. It should not be forgotten that most of 
the time operators succeed and have a crucial role in opti- 
mizing operation and recovering troubles or failures. Know- 
ing how operators recovered an event, why it did not 
propagate, is as important as explaining failures and errors. 
Moreover, pointing out positive aspects of operators' activity 
is important for establishing a good and confident climate on 
a plant and between operators and HRA analysts. 

Applying these proposals implies that a multidisciplinary 
approach and analysis team are used. It should also be 
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pointed out that the source of information about an event, 
and the information collection method, are at least as impor- 
tant as the analysis method itself. 

Regarding the understanding of DUA, we also concluded 
that: 

• The context of the DUA may be considered as a 
complex physical, psychological, organizational 
and social environment of the operator that may 
be described as an extended man-machine system. 

• The context may lead to several tasks that the 
operator sees to be important in a given situation. 
These tasks result in real or perceived constraints 
for the operator. He has to cope with the perceived 
constraints of the context and has to find a com- 
promise between them. The operator's final action 
is a result of solving the trade-off between the 
situational constraints and the aims he built. The 
cognitive dissonance theory may be useful to 
explain such behavior of the operator (cf. Reer 
and Striiter 63). 

4 COGNITIVE TENDENCIES 

4.1 From operators' current practices to cognitive 
tendencies 

The study of operators' behavior, in particular during simu- 
lated accidents, shows that their current practices 1 (or 
habits) under normal operating conditions continue to 
affect their actions in troubled conditions to a large 
extent. This may be a cause of errors, and in particular of 
DUA, since these practices are sometimes inappropriate to 
the troubled conditions. Thus, operators will use a tempera- 
ture gradient indicator which is not valid in thermosiphon 
conditions, or use systems such as pressurizer spray inap- 
propriately. Operators' decisions are also affected by their 
values 2 and, more generally, their attitudes. 3 We can thus 
associate operators' reluctance regarding actions that have a 
negative impact on production or equipment with these 
notions. 

Moreover, the emphasis put on these notions for HRA 28, 
on the basis of empirical observations, is consistent with 
what we said in Section 2.3 about the limitations of the 
current SOR representation in HRA. The notions of attitude 
and value clearly go beyond the paradigm of the 'informa- 
tion-processing operator'. They introduce subjective 

Practice: 'A habit, custom; (with plural) a habitual action' (The 
Shorter Oxford English Dictionary, 3rd edn.) 
2 Values: 'The social principles, goals, or standards held or 
accepted by an individual, class, society, etc.' (Webster's New 
World College Dictionary, 3rd edn). 
3 Attitude: 'Settled behavior or manner of acting, as representative 
of feeling or opinion' (The Shorter Oxford English Dictionary, 3rd 
edn). 

aspects. As soon as we speak of the attitudes and values 
of the operators of a plant or of a company, we also intro- 
duce collective aspects (see the definition of 'values' in 
footnote). 

These ideas can be re-assigned in the framework of the 
evolution that has led the nuclear industry to dwell on the 
significance of 'safety culture '4 (64.65). In addition to 
knowledge, this notion highlights subjective aspects--com- 
mitment, motivation--as well as collective and organiza- 
tional aspects--supervision, responsibility--(the terms 
between dashes are proposed by the INSAG 4 group). The 
INSAG 4 group writes about the definition they give for 
safety culture (see footnote): 'This statement was carefully 
composed to emphasize that safety culture is an attitudinal 
problem as well as structural, that it relates both to organi- 
zations and individuals .... The definition relates safety 
culture to personal attitudes and habits of thought and to 
the style of organizations' (our underlining). 

Although they may be too vague, the notions of practice, 
value and attitude thus seem to be of interest for investiga- 
tion with respect to HRA generally speaking, and DUA in 
particular. In order to simplify matters, in a first phase, the 
EARTH group has adopted the generic term of 'cognitive 
tendencies'. This is a composite notion that can at present be 
defined as follows: 'typical habits or attitudes of humans in 
decision-making'. In order to define this notion, and better 
to appreciate its interest for HRA, the group has adopted two 
complementary approaches that are presented in Section 4.2 
and Section 4.3. 

4.2 Cognitive tendencies in the nuclear context, 
illustrated by case studies 

Our first approach was to look for examples of NPP opera- 
tors' 'cognitive tendencies' in our experience and from a 
common analysis of some incident cases. To describe our 
examples, we found it necessary, to use an improved repre- 
sentation of the SOR paradigm. We shall first present this 
model. Then, we shall explain our examples of 'cognitive 
tendencies'. Finally, we shall illustrate them with the 
incident cases analyzed by the EARTH group. 

4.2.1 A human-centered model 
In Section 2.3, we pointed out that the current use of the 
SOR paradigm is inadequate for the prediction of DUA. 
From de Montmollin 20, we derive an improved representa- 
tion, a human-centered model, as illustrated in Fig. 2. 

With the word 'situation' this model points out that real 
events are more complex than a mere combination of a 
signal with a set of PSF. In particular, the situation combines 
predefined aspects (prescribed task) with aleatory aspects. 

4 According to the INSAG 4 report (IAEA 64): 'Safety culture is 
that assembly of characteristics and attitudes in organizations and 
individuals which establishes that, as an overriding priority, 
nuclear plant safety issues receive the attention warranted by their 
significance'. 
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Fig. 2. A human-centered model. 

There are always several sl[ight misadjustments on a plant: 
delays, minor leaks, minor departures from nominal flows, 
position indicator or display failures, spurious alarms, etc. 
When they combine with more severe events, they make the 
situation more complex. These aleatory aspects can be 
called 'noise'. However, it: should be stressed that, in our 
model, this 'noise' may not only alter the 'signal-to-noise- 
ratio' quantitatively, but even qualitatively change the 
stimulus for the operator. A non-nominal aspect which 
looks minor from outside :may be very meaningful for the 
operator, due to his own experience. What really directs the 
operator's actions is the signification of the situation for 
him. Therefore, the important factors in a situation depend 
on the operator himself, and may change from one operator 
to another, or, at least from one population to another. The 
operator is not passive, not only reactive, but 'pro-active'. 
Due to the complexity of real situations and to the active 
role of the operator, operator' s activity is not identical to the 
prescribed task. Operators make adjustments and have to do 
so, to cope with the complexity of real situations. As de 
Montmollin says, 'operators are actively operating, i.e. 
modifying the work situations through the signification 
they ascribe to them .... The play has not to be recited, it 
has to be interpreted, and sometimes improvised'. This 
model expands the role of the 'O '  within SOR, to better 
take account of the 'immense richness of the "O"' 66 

4.2.2 Examples of NPP operators' cognitive tendencies 
These examples are given in Table 3 and are commented on 
below. 

It was difficult to find a trade-off between the require- 
ments for simplification iraposed by HRA and the need to 
resist oversimplification. Coming back to our proposed 
application of the SOR paradigm, Situation - Signification 
- Activity, we found that a tendency could be described in 
terms of these three 'dimensions'. The aspect of the ten- 
dency related to the situation is a set of 'situation factors'. 

Another dimension of a tendency concerns the significa- 
tion of the situation for the operators. These 'elements in 

operators' interpretation' are related to operators' knowl- 
edge, experience, and attitudes, and to general human char- 
acteristics. They could be considered to be some kind of 
'interpretation rules'. Since they are not necessarily well 
structured, precise, systematic or compelling, we prefer 
using the words 'elements in operators' interpretation'. 
The combination of 'situation factors' and 'elements in 
operators' interpretation' will increase the probability of 
occurrence of a given behavior. This behavior relates to 
the third dimension of the tendency, i.e. activity. 'Situation 
factors,' 'elements in operators' interpretation', and 'beha- 
vior' are closely related and can hardly be considered inde- 
pendently from each other. 

For each tendency, there can be various combinations of 
the 'factors' and 'elements' in the Table 3. Besides, there is no 
systematic correspondence between 'factors' and 'dements '  
on the same line in the table. A combination of at least one 
'factor' and one 'element' is needed for the related tendency 
to be 'activated', i.e. for the probability of the related behavior 
to be increased. If there are more 'factors' and 'elements' in a 
case, the probability of the behavior may be even higher. 

As will be developed below, tendencies can in fact result 
in extremely efficient actions or, on the contrary, errors, 
depending on circumstances. Given the subject of interest 
to us here (DUA), in Table 3 we consider only the negative 
manifestations of tendencies. In addition, we deal only with 
disturbed situations (incidents and accidents, or less severe 
disturbances, such as delay in time schedule, abnormal 
system state, unexpected event, etc.). 

Each tendency is given a name for easy identification. 
Because of the composite nature of a tendency and the 
complexity of the notion, these names are obviously sim- 
plistic. In other words, saying that 'the operators of a NPP 
are eager to act' would be meaningless: on the contrary, 
under many circumstances they could in fact delay actions 
(this is indeed the case in the 'Reluctance' (CT2) tendency). 

4.2.2.1 CTI, 'Eagerness to act'. During troubled 
conditions, operators are often inclined to perform actions 
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Table 3. Examples of nuclear power plant operators' cognitive tendencies related to DUA 

Situation Situation factors 

Disturbance and: 
--operators must wait and not act 

--present or foreseeable time constraint 

- -events  in progress have detrimental 
consequences on equipment, availability, 
or safety 

CT 1--Eagerness to act 

Signification Elements in operators' 
interpretation 

- -act ing reduces the tension and stress 
associated with waiting 
- -ac t ing makes it possible to create a 
margin, to reduce the time constraint, 
workload, and present or subsequent stress 
- - i t  is difficult to resist 'trying to do 
something' while events with serious 
consequences are occurring 

Activity Behavior 

anticipated action(carried out prematurely) 

CT2--Reluctance to undertake unusual actions or actions with negative consequences 

Situation Situation factors 

Disturbance and: 
- -manual  action to be carried out 
(or programmed automatic action) 
detrimental 
to equipment, production, or the 
reputation of the NPP 
- -manual  action to be carried out (or 
programmed automatic action) could 
jeopardize staff safety or plant safety 

- - the  automatic action in question is 
sometimes inadvertent 

- -act ion to be carded out contrary to 
operators' 'normal operation' habits 

Signification Elements in operators' 
interpretation 

--operators hope that the situation is 
indeed the most probable one, i.e. the 
least serious (see CT 4); in that case, the 
action appears to be disproportionate to 
the problem to be overcome 
- - e v e n  if the seriousness of the situation 
is properly appraised, the operators--used 
to overcoming multiple contingencies and 
very familiar with the equipment--hope to 
find solutions better suited to the situation 
encountered than the 'standard', 'envelope' 
solution in the procedures 
--operators do not properly understand the 
unaccustomed action or think that there is 
an error in the procedure 

Activity Behavior 

--omission or delay in the performance of the 
manual action 

--inhibit ion or interruption of the automatic 
action 

CT 3--Fixation 

Situation Situation factors Signification Elements in operators' Activity Behavior 
interpretation 

Disturbance and: 
- - n e w  information arises during the 
event, requiring evolution of the 
diagnosis, objectives, or strategies 
adopted 
--act ions different to those in 
progress have to be carded out 

--operators are mobilized for the actions 
in progress 

--stress reduces their field of perception 
and analytical potential 
--consideration of new or 'atypical' 
elements is perceived as disturbing 
because it would increase workload and 
stress 
-- ' f i l ter ing '  mechanisms are vital in order 
to 'keep concentrated' and successfully 
complete a task 

--failure to take account of new information 

--unrequired actions performed due to failure 
to take account of new information 
--omission of 'atypical' action (relative to the 
actions in progress) 
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cT  4--Subjective probabilistic reasoning 

Situation Situation factors Signif icat ion Elements in operators' Activity Behavior 
interpretation 

Disturbance and: 
--rare event 

--event with detrimental consequences 

--event that cannot be definitely 
associated with the recent history of the 
plant 

--certain manifestations of the event 
(startup of safety systems, alaims, values 
of parameters) can be attributed to more 
frequent causes (equipment failures, 
transients, etc.) or causes encountered 
recently 

- - i t  is impossible to deal with all 
possible causes. Causes are therefore 
ranked with implicit probabilistic 
reasoning 
- - in  real time this probabilistic 
reasoning cannot be pursued 
systematically and completely 
rationally (e.g. difficult to take account 
of probability and consequences at the 
same time) 
- - the  estimation of probabilities is 
affected by the operator's previous 
experience and his knowledge about the 
situation and his goals 
--unconsciously refusing to take account 
of severe consequences (psychic defence 
against fear) 

--overweighting suitable (i.e. less 
disturbing) information 

--failure to diagnose or late diagnosis of 
the event 

- - a  more probable event is diagnosed instead 
(particularly spurious startup of the safety 
system concerned or instrument failure) 

sooner than required by the procedures (anticipating 
actions). The action can have a direct role in reducing 
stress and 'letting off '  nervous tension. This can be the 
case in 'wait and see' situations in part icular--wait ing 
for a threshold to be attained or for an automatic action 
to take p l ace - -wh ich  appear to be quite stressful. 

The action can also have an indirect role in the reduction 
of  stress and, more generally, optimization and organization 
of  the operators'  working conditions: operators will try to 
get margins for working with lower stress and a lower work 
load (search for 'operating comfort ' ) .  For instance, they will 
anticipate actions (carry them out prematurely) to reduce 
subsequent time constraints (save time later). Lastly, opera- 
tors can find it difficult to let certain events they consider to 
be detrimental take place. 'rhis is no longer a question of 
self-protection (from stress), or of  protecting the work situa- 
tion (search for 'operating comfort ' ) ,  but of  protecting 
equipment, availability, or safety (tendency CT2 is an 
' inverse '  manifestation of 6he latter point). 

4.2.2.2 CT2, 'Reluctance to undertake unusual actions 
or actions with negative consequences'. Operators can be 
reluctant to undertake certain actions, especially: 

• if the consequences of  the actions appear to be dis- 
proportionate to their contribution; 

• if the actions are contrary to the operators'  control 
habits (and, of  course, more generally, if the opera- 
tors do not understaaad them properly). 

In both cases, they can think that the procedure is not 
optimal for the real situation, or even that it is erroneous. 

This appreciation can also concern automatic actions. 
Operators assess the consequences of  actions in accordance 
with parameters that may be different from those taken into 
account by the specialist who wrote the procedure or who 
designed the automatic safety system (because operators 
have to optimize in accordance with the multiple constraints 
of  the real situation). 

Nuclear power plants are looking to reduce excessive 
demands on equipment and production losses, which is nor- 
mal. This leads to quantitative objectives (e.g. number of  
automatic reactor shutdowns per year) and sometimes to 
informal challenges between NPP. Operators also have 
experience with inadvertent start-up of safety systems. 
When a safety system starts-up, it is most likely that it is 
inadvertent. Moreover, since safety systems are set up with 
a good degree of conservatism, their solicitation may appear 
really disproportionate to the conditions. Any shortcomings 
or too much conservatism in the procedures can have the 
same impact. Moreover, the operators can have an almost 
emotional link with the equipment they operate, and there- 
fore be reluctant to undertake detrimental actions on that 
equipment. 

In this context, the actions most frequently given as likely 
to be subject to reluctance are automatic reactor shutdown, 
safety injection, containment spray and switching to a feed- 
and-bleed cooling mode. 

4.2.2.3 CT3, 'Fixation'. This tendency is associated with 
certain aspects of  the dependence phenomena which are so 
important in HRA. To use a popular expression, it can be 
said that operators are inclined to 'stay on the rails' they 
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have switched on to at the beginning of  an event or of  a 
phase in that event. This tendency is exaggerated by stress 
and can be very strong under accident conditions. It can be 
characterized by: 

• at the level of  the search for information: informa- 
tion likely to invalidate the initial diagnosis or to 
require a modification of  the objectives or of  the 
adopted strategy will be taken into account less 
easily than that implying no modification. 

• at the level of  decision making or of  the perform- 
ance of  the action itself: it will be harder to initiate 
operations of  types different to the current ones (the 
factors of  similitude between actions can be of  

various types). 

4.2.2.4 CT4, 'Subjective probabilistic reasoning'. 

Implicit  probabilistic reasoning is indispensable for 
ranking of  events and for reasonably quick orientation 
among the multiplicity of  possibilities. But this reasoning 
can be affected by the typical biases mentioned in the 
literature (see Section 4.3). 

4.2.2.5 Beyond Table 3. Table 3 is in no way intended to 
be exhaustive. Other typical behaviors have been observed 

by members of  the group, namely: 

• root-cause orientation in corrective-action selection 
or continuation, or in system-state identification; 

• overconfidence in the reliabili ty of  one 's  own per- 
formance (including both diagnosis and execution 
of  actions); 

• reduced vigilance when perceiving essential suc- 
cess; 

• omitting to call for help when needed (to save face, 
prestige, pride, etc.). 

Some details about these findings are presented in 
Appendix A. Complementary analyses would be necessary 
to confirm: 

• whether they can be described in terms of  the three 
dimensions (situation, signification, activity) pro- 
posed above; 

• whether they can be associated with 'situation 
factors '  that are characteristic of  HRA sequences; 
and 

• whether they can be considered to be 'cognit ive 
tendencies '  in the same way as those of  Table 3 
and be used in HRA. 

Table 4. Summary of incidents analyzed in a feasibility study of cognitive tendencies. Human-related occurrences concerning the 
core of each incident are indicated with bold numbers. Obviously, there are more human-related occurrences, e.g. #1.1 or #2.1. 
However, we assessed them to be secondary, because they belong to 'other stories' which should be analyzed separately. Each 
critical act ionmbe it an unnecessarily committed one or one that should have been committedmis  underlined 

Occurrences and context 

INCIDENT #1 

INCIDENT #2 

INCIDENT #3 

After several delays (occurrence #1.1) due to 'slides' in scheduling, a test on the auxiliary feedwater system 
(AFWS) has to be carried out. The operator performs the test at a power higher than required (#1.2) (he does not 
appreciate the potential risk of such an error (overcooling)). After the test, a steam dump valve remains jammed half 
open due to mechanical failure (#1.3). The operators do not see the expected 'valve closed' indication on the mimic 
diagram, but suspect that the indication given is erroneous since limit-switch problems have already been reported. 
To confirm their diagnosis, they check that the closure order has indeed been sent to the valve. Therefore, they do 
riot isolate the leak (#1.4) which is the cause of the cooling of the reactor, and attribute cooling entirely to the test 
that was not performed in nominal fashion. The crew believes it has the situation under control, and the operators 
inhibit safety injection (SI) when the first criterion appears (#1.5). Subsequently, the operators do not refer to an 
emergency procedure (although need for it is annunciated by an alarm); instead, they apply a normal-operation 
procedure (which would be correct for the absence of #1.3), and, according to this procedure, they inhibit SI at its 
second actuation criterion (#1.6). Later on, the shift supervisor detects the worsening of the situation, looks for the 
cause, detects the valve stuck open, and asks for the valve to be closed. 

Before initial startup, operators check the leaktightness of the reactor cooling system (RCS). They do this by setting 
a pressure of 112 bars for the RCS. However, in spite of this action, the pressure remains below 112 bars because of 
a spuriously open valve (occurrence #2.1). They continue to increase the pressure (#2.2), but the pressure still 
remains below 112 bars. Then they start to diagnose the unexpected low pressure. They detect the erroneously open 
valve and close it, but they omit to reduce the pressure (#2.3). Thus, serious RCS damage occurs due to over- 
pressure. 

Loss of main feedwater (occurrence #3.1) during power operation. Operators decide to actuate AFWS manually 
(#3.2) before its programmed automatic actuation. While attempting this, an operator pushes the wrong pair of 
switches (#3.3), resulting in isolation of both SG and subsequently in an overspeed trip of both AFWS pump 
turbines. The shift starts to recover AFWS failure by sending operators to the failed equipment. About 7 min later, 
both SG are essentially dried out, and the procedure requires initiation of feed-and-bleed cooling (FBC). However, 
the shift supervisor decides not to initiate FBC (#3.4), but to continue recovery of AFWS failure. Three minutes 
later, the pilot-operated relief valve (PORV) opens for the third time and fails to close (#3.5). Perceiving the 
'CLOSED' valve actuation sign',d, but failing to refer to the 'OPEN' valve position signal (although it is annunciated 
by an alarm), the operators fail to detect the stuck-open valve (#3.6). However, an operator closes the PORV block 
valve (#3.7) as a precautionary measure. Two minutes later, the operators succeed in recovering from AFW-S failure. 
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4.2.3 Illustration of cognitive tendencies based on incident 
cases 
The incidents used to illustrate our examples of cognitive 
tendencies are summed up in Table 4. The group has relied 
on more detailed descriptions (especially for cases 1 and 3). 
Some more elements concerning the analysis are docu- 
mented in Appendix A. 

The incidents involve 16 occurrences (in the sense of 
deviations from the reference), 11 of which are directly 
human-related and concern the core of the respective inci- 
dent. Six of the human-related occurrences are committed 
actions which can be classified under the heading of DUA; 
namely: (#1.5) first inhibition of SI; (#1.6)second inhibition 
of SI; (#2.2) continuation of pressure increase; (#3.2) initia- 
tion of AFWS start, and, subsequently, (#3.3) isolation of 
SG; (#3.7) closure of PORV block valve. For two reasons 
we analyzed occurrences concerning omitted actions too: 
firstly, as shown in Table 4, they contribute to the context 
of DUA-related occurrences; secondly, we assume--and 
mainly have shown--that  many omission-related 'cognitive 
tendencies' can be adapted for DUA. 

Every decision is a trade-off between different factors and 
constraints. The following examples are taken from inci- 
dents #1 and #2 which are summarized in Table 4; they 
show the different factors (PSF) and cognitive tendencies 
that play a role in the decisions operators make. These 
examples illustrate Section 4.2.1. and complement Table 3 
by showing the interconnections between the various factors 
involved and their relative importance. 

4.2.3.1 Example 1: (Incident #1) Premature 
performance of the test, i.e. before the required initial 
conditions are reached (#1.2). Cognitive tendency 
activated: 'Eagerness to a c t ' - - C T l - - o f  Table 3. 

The operator is subject to a very strong time constraint-- 
PSFl - - ( tes t  delayed several times, cumulated delays and 
shift relief close); he carries out the test ahead of the due 
time in order to reduce time constraints, particularly because 
he incorrectly assesses the risk of this anticipation (novice 
opera tor - -PSF2-- )  and since the level of compulsion of the 
instruction is I o w - - P S F 3 - - .  

The contribution of CT1 is deemed to be preponderant in 
premature performance of the test. 

4.2.3.2 Example 2: (Incident #1) The crew does not 
diagnose the secondary coolant break and erroneously 
attributes reactor cooling to the non-nominal test carried 
out previously (#1.4). Cognitive tendencies activated: 
' f ixa t ion ' - -CT3--and 'subiective probabilistic reasoning'--  
C T 4 - - o f  Table 3. 

Having observed the non-nominal conditions under 
which the test of the auxiliary feedwater system was per- 
formed, the shift supervisor lowers the control rods: these 
actions (test and drop in power) result in cooling of the 
reactor. Thus, when the cooling (in fact due to the steam 
valve being jammed open) is detected, the crew attributes it 
to the previous actions of the shift supervisor (subjective 
probabilistic reasoning--CT4--) .  

The external event that would have enabled the crew to 
change the diagnosis is detection of the problem with the 
steam valve. The crew expects the valve to close at the end 
of the test (PSF1), but the 'closure' limit switch light does 
not light up (PSF2). The crew knows that limit switch 
problems have been detected before and that maintenance 
is scheduled (PSF3). So they think that the information 
given on the mimic diagram is erroneous (subjective prob- 
abilistic reasoning); they check that the closure signal has 
indeed been sent to the valve (PSF4) and make no further 
search, since their assumption is validated (fixation on the 
initial diagnosis). The crew therefore sticks to its initial 
diagnosis on the cause of cooling. 

4.2.3.3 Example 3: (Incident #1) Inhibition of SI (safety 
injection) when the first criterion appears (#1.5). Cognitive 
tendencies activated: 'reluctance to undertake unusual 
actions or actions with negative consequences ' - -CT2--  
and ' f i xa t ion ' - -CT3- -o f  Table 3. 

The crew sticks to a cause (fixation on the initial diag- 
n o s i s - - C T 3 - - )  that explains the cooling and think they can 
act on the effects (reduction of AFWS flow for example). 
The crew therefore feels it has the situation under control 
(PSF1). But they are under a strong time constraint (PSF2). 
Whence their reluctance to let the situation deteriorate by 
letting the SI- -which is deemed needless--start. 

4.2.3.4 Example 4: (Incident #1) Inhibition of Sl (safety 
injection) when the second criterion appears (#1,6). 
Cognitive tendency activated: 'reluctance to undertake 
unusual actions or actions with negative consequences ' --  
CT2- -and  ' f i xa t ion ' - -CT3- -o f  Table 3. 

Following the logic of the preceding actions (fixation-- 
CT3), the crew takes in hand the normal operation proce- 
dure (situation under control, with no incident, as the opera- 
tors see it) covering the situation and which will provide 
after-the-event justification of the actions taken--control of 
cooling and inhibition of SI. By following the procedure, SI 
is inhibited when the second criterion appears. 

The factors involved in the decision are the same as those 
in example 3. The additional factor that makes this situation 
different is the crew's determination to be able to provide 
subsequent justification of their actions by using a proce- 
du re - -a  behavior that is induced by the organization of 
power plants (need for justification of operator actions 
during incident analysis carded out afterwards). 

Since cooling is s011 occurring despite the actions taken, 
the crew realizes that the situation is not under control; the 
diagnosis is then questioned, additional information is 
sought (steam consumption figures), the break is detected, 
and corrective action is taken. 

4.2.3.5 Example 5 (Incident #2). For occurrences #2.2 
(continuation of pressure increase) and #2.3 (failure to 
reduce pressure) a plausible causal factor becomes visible 
by a holistic view of the underlying sequence of events, e.g. 
related to the context of #2.3: detection of erroneously open 
valve ---* closure of valve. 
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These two actions are closely related. Thus, the required 
action (reducing pressure) between them is likely to be 
omitted. We would denote the underlying cognitive ten- 
dency as 'fixation' on a sequence of closely related actions 
(CT3). Moreover, we consider that incident #3 most prob- 
ably illustrates 'eagerness to ac t ' - -CTl - - (occur rence  
#3.2) and ' reluctance ' --CT2--(occurrence #3.4), but we 
do not detail the analysis here. 

4.3 Literature review of cognitive tendencies and 
linking to observed phenomena 

Various theories have been published concerning decision 
making. This literature review will be focused on decision 
theory, which provides very useful insights for our research 
about cognitive tendencies. 

Most managers and system designers of industrial instal- 
lations used to assume that operator decision-making was 
rational in the sense of objective optimization. They 
expected the operators to optimize the expected objective 
values of the various uncertain outcomes for a decision 
problem. Psychology recognized that humans do not behave 
as rationally as expected 67,68. Many laboratory experiments 
have been carried out to investigate the structural deviations 
from rational decision-making. It is recognized that such 
deviations should not always be interpreted as 'human 
errors'. These 'irrational' behaviors could also result in 
superior outcomes for practical situations 69T 

A well-known and generally accepted insight from cog- 
nitive psychology is that human decision-making is not 
simply driven by the objective values of the possible out- 
comes, but more by the subjective values that the decision- 
maker attributes to these outcomes. These subjective values 
are called 'utilities'. In the utility of an outcome, the indi- 
vidual 'feelings and attitudes' of human operators play a 
major role, and the utility to be optimized is often a sub- 
jective compromise of several goals. Furthermore, because 
exact probabilities for how a decision turns out are not 
available for so-called ill-defined problems 70, which reflect 
most realistic situations, the human operator has to make a 
subjective judgement about the likelihoods of the possible 
outcomes. These two aspects resulted in the subjective 
expected utility (SEU) model for human decision-making 
71. Four basic premises underlie this model: 

1. The complete collection of all choice alternatives is 
available. 

2. A well-defined utility function for the possible out- 
comes is available, with all utilities in one dimension. 

3. A (subjective) probability can be attributed to all pos- 
sible outcomes. 

4. The goal of the decision is to maximize the subjective 
expected utility. 

Obviously, this model only describes realistic human 
decision-making for the ideal decision-maker in an ideal 
situation. The limitations of the SEU model as a descriptive 
model for human decision-making became increasingly 

clear in the 1950s. People proved to not always maximize 
the outcome of their choices. Simon 67 draws attention to 
two basic problems: 

1. Bounded rationality: there is a presumed limited 
capacity of human information-processing. 

2. Search problem: in realistic situations, not all choice 
alternatives for a decision-problem are available. It 
takes time and effort to search for additional 
alternatives. 

Both basic problems introduce a variety of cognitive ten- 
dencies that will be described later in this section. 

In the 1970s, another more psychological approach to the 
restrictions of the SEU model was followed. The main set- 
ting for this comes from Tversky and Kahneman 68. They 
believe that bounded rationality is not only due to a capacity 
limitation, but more to inherent cognitive mechanisms, 
called heuristics. The three main heuristics they propose are: 

1. Representativity: people tend to neglect certain statis- 
tical information that is important for the probability 
judgement. 

2. Availability: the selection and use of information or 
solutions depends on how easily available it is. 

3. Adjustment and anchoring: people adjust their esti- 
mates insufficiently, considering the information con- 
tents of subsequent data. This adjustment heuristic 
results in a tendency to hold on to the initial idea 
(anchoring). 

These three heuristics comprise a whole variety of cog- 
nitive tendencies as well. 

Tversky and Kahneman 72 also presented the prospect 
theory, which is a special version of the utility function. 
Here, the utility of an outcome is not related to the absolute 
possession it represents, but to the change in possession in 
which the outcome will result. For profit situations the func- 
tion is concave and less than linear, for loss situations it is 
convex but initially more than linear. Such presumed non- 
linearities of the utility function are the basis for several 
other cognitive tendencies. 

Besides the cognitive tendencies that are based on 
decision-theory, various deviations from rational behavior 
have become apparent from the attribution-theory research. 
Furthermore, during the literature review, several other cog- 
nitive tendencies were found that were not directly con- 
nected to decision-theory or attribution-theory. 

All cognitive tendencies that were found in the literature 
review are presented in Table 5. This listing by no means 
represents a fixed classification, but it is merely arranged 
according to the discussion above. There are undoubtedly 
more cognitive tendencies than those presented in Table 5. 
Furthermore, there are many other descriptions and names 
for the same or almost the same phenomena. These reser- 
vations make this listing no more than a subjective repro- 
duction of a limited number of cognitive tendencies. 
Nevertheless, it is expected to provide some kind of 
overview. 
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Table 5. Overview of cognitive tendencies. The descriptions of the CT presented here are not really sufficient for a full under- 
standing. For more information the reader is referred to the references indicated. Most of these references are not the original 

sources for the phenomenon, but are literature reviews themselves 

Cognitive tendency Description References 

Bounded rationality 

limit cognitive strain 

insufficient consideration of processes 
in time 

think in single orderings, instead of 
separate orderings (Halo-effect) 

polarization of thinking 

thematic vagabonding 

people seek more info than they can 
absorb adequately 
encystment 

limited capacity of human cognition. Complex problems are simplified, 
or even over-simplified 
minimize the cognitive effort allocated to a task (in order to keep 
capacity available for unexpected events) 
people have difficulties in dealing with system dynamics. People have 
only limited attention for information that is subject to delayed feedback 

people tend to think in causal series, not in causal nets 

people tend to attribute events to one global cause, instead of the 
combination of causes 
jump from one alternative to another, treating each of them very 
superficially 

small details are attended to while other, more important issues are 
disregarded 

67 

73 

74,12,73 

74,12 

75 

12 

73 

74,76,12 

Search problem 

satisfying 

conclusion jumping (hypervigilance) 

elimination by salient aspects 

confirmation bias (hypothesis anchoring) 

tunnel vision (selective feedback; 
expectation bias) 

hypothesis fixation (cognitive lockup, 
mind set) 

in realistic situations, not all choice alternatives for a decision problem 67 
are available 
the search for additional alternatives will be adjourned if one of the 67,12 
alternatives exceeds the minimal desired level of SEU. People tend to 
settle for satisfactory, rather than optimal solutions 
fail to see all alternatives that are open, where the most available 12.77 
alternative is selected, irrespective of its appropriateness 

no adequate comparison of all alternatives in parallel 78 in 73 

people tend to search for verification, instead of falsification 12 

people tend to concentrate only on the information that is related to 77 
their prevailing hypothesis, neglecting other important information. 
People give too much weight to information that supports their 
predictions 
people hold on to their initial hypothesis, even in the light of 12.79 
falsificating evidence. People tend to focus on single, initial faults, 
ignoring other tasks 

Representativity 

base rate fallacy 

neglect sample size 
gamblers' fallacy. 

neglect statistical predictability; too 
extreme predictions 

conjunction fallacy 

illicit conversion of premises (or, 
bidirectional inference bias) 

estimation of variance 

treat all information as being equally 
reliable, even though it is nm 
illusory validity (atmospheric: effect) 

68 'like causes like', indicating that people tend to judge causality on the 
basis of perceived similarities, neglecting statistical evidence for such a 
causal relationship 
neglect a priori probabilities 68 

68 

misconceptions of chance, where people for instance presume that a coin 68 
has a memory. Poor performance for estimating randomness of data 

people tend to overpredict and are insufficiently regressive in their 68.73.79 
predictions. Overconfidence in their forecasting 

people sometimes estimate that the probability that event 'A plus B' is 69,73 
tree is higher than the smallest probability of one of the separate events 

people often assume that the probability that A will cause B is the same 80.73.79 
as the probability that B was caused by A. Incorrect testing of a 
conditional rule 

estimation of variance is led by two most extreme values, ignoring the 69,73 
dispersion of other data points. The estimation is smaller when the mean 
of the quantity is larger 

if a causal relationship between events is expected a priori, the 
correlation is overestimated a posteriori 

69,73 

81,69 
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Table' 5. (continued) 

Cognitive tendency Description References 

Availability the selection and use of information depends on the ease of availability 68 

familiarity 

imaginability (capture effects) 

recency 

frequency 

degree of previous achievement (success 
or not) 

strong habit intrusions (stereotype 
takeover) 

stereotype fixation (inert stereotype, 
strong-but-wrong schemata) 

out of sight, out of mind 
sampling bias (shift of attention) 

cheapskate mentality 

hindsight bias 

illusory correlation 

of information. More easily available information is given higher 
probabilities of occurrence 

more familiar information is given too much weight in the attribution of 68 
probabilities to events 

more imaginable information is given too much weight. The 68 
imaginability is related to the effectiveness of a memory search set 

events that happened recently are recalled more easily than events that 12 
occurred a long time ago 

12 events that occur frequently are recalled more easily than scarce events 

previously successful alternatives are selected more easily than 12 
unsuccessful alternatives, even when not adequate for the current 
situation 

aspects of a strong action sequence may interfere with the desired, but 12,77 
less strong, action sequence 

the desired action sequence is entirely superseded by a more available 12.77 
(strong) sequence 

people make insufficient use of the absence of particular information 12.73 
people allocate more attention to information sources with recent or 73 
frequent variations 

people prefer to purchase 'cheap', unreliable inforraation over more 82 
'expensive', but reliable information. 'Cheap' and 'expensive' is related 
to the difficulty to obtain the information or to the difficulty to interpret 
and understand it. 

if a rare event is observed a posteriori, the a priori probability of 12.73 
occurrence is overestimated. Tendency to 'be wise after the accident' 

in the recognition of a relationship between observed events, people tend 81,69 
to overestimate the correlation. This accounts for striking, rare events 

Anchoring 

overestimate probability of conjunctive 
events 

underestimate probability of disjunctive 
events 

Adjustment 

conservatism (primacy, dwelling in the 
past) 

increased, but unjust confidence, with 
more information 

with more information that comes available, the final estimated value 
tends towards the first estimate. Improper calibration 

conjunctive: e.g., drawing a red marble seven times in succession 

disjunctive: e.g., drawing a red marble at least once in seven successive 
tries 

people adjust their estimates insufficiently, considering the information 
contents of subsequent data 

new, additional information is judged to be less informative 

with additional but redundant information, people become more 
confident in their decision 

68 

68 

68 

68 

76,73 

73 

Framing  (levd effect) 

risk-searching behaviour in loss situations 

risk-avoiding behaviour in profit situations 
('take the money and run') 

increased risk-searching when previous 
failure has occurred 

loss aversion (err on the safe side) 

the decision depends on whether the same problem is formulated in 
terms of profits or in terms of losses 

when formulated in terms of losses: people tend to prefer an uncertain 
but high loss, over a certain but low loss (expected value is the same) 

when formulated in terms of profits: people tend to prefer a certain but 
low gain, over an uncertain but high gain (expected value is the same) 

people tend to prefer certain costs over an uncertain but very high loss 
(take out insurance) 

72 

72 

72 

73 
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Table 5. (continued) 

267 

Cognitive tendency Description References 

Value bias 

reliance on positive hits 

defensive avoidance 

the estimation of the likelihood depends on the value of the outcome s3 

people tend to overestimate their likelihood of success if they desire 83.79 
the outcome (play the lottery) 

76 people tend to underestimate the likelihood of undesired outcomes 

Central tendency bias (avoid extreme 
values) 

small probabilities are over-estimated 

high probabilities are under-estimated 

conservatism in extrapolation 

people tend to avoid extreme values. They tend to the mean value 84 

84,73 

84,73 

people tend to extrapolate more than linear functions towards linearity 73 

Fundamental attribution error 
(overattribution) 

exculpation tendency 

people tend to underestimate situational factors and overestimate 
personal factors (if it does not involve themselves) 

people tend to search for external reasons for their failure, rather than 
blaming themselves for it 

69 

69 

Egocentric biases_ 

self-centred bias 

false consensus bias 

reinforced group conformity (groupthink 
syndrome) 

self-serving bias 

illusion of control, personal role bias 

delegate risky decisions 

increased risk-taking in groups 

69 biases based on motivational and self-protective arguments 

one's own judgement is centralized as being the most important one 69 

the feeling that 'if I react in that way, everybody will react in that way' 69 

pressure on members of a group to agree with the general idea of the 85,77 
group 

risk is estimated lower when it affects yourself than when it affects 69 
others 

people tend to overestimate their control over risky situations. People 73,83 
tend to over-control a situation and are overconfident in their own 
abilities 

if there are major negative potential consequences involved, people 73 
tend to delegate decisions to others. They do not want to be responsible 
for major losses 

the possibility of shifting the blame to somebody else leads to an 83 
increased risk-taking in groups (shared responsibility) 

Others 
emotional biases 

too much weight on immediate 
consequences 

difficulties in dealing with rel!iability 
concepts 

risk homeostasis. Violate extensive and 
detailed rules 

voluntary or familiar risks are rated lower 

in depressive moods the probability of failure is estimated to be higher 83 

immediate adverse consequences are considered more important than 73 
delayed, more serious consequences 

people tend to flip over from complete trust to complete distrust. 73 
Tendency to ignore less reliable information 

people tend to maintain a certain level of risk (disputed concept) 77 

if an activity is regarded as less voluntary, less personally controllable, 
or less familiar, its riskiness is rated higher 

86 

Many cognitive tendencies have different manifestations, 
and they are often highly interdependent. There are several 
tendencies that are seemingly contradictory. This may illus- 
trate that the interpretation of  cognitive tendencies depends 
highly on the specific circumstances as was pointed out in 
Section 4.2. Therefore, a context-free listing of  cognitive 
tendencies such as in Table 5 may only serve as an initial 
reference listing. Table 6 tries to put some 'flesh'  on the 
rather abstract cognit ive tendencies from the reference 

listing, by assigning the cognitive tendencies observed 
from the three incident analyses in Section 4.2. 

The assignment of  cognitive tendencies from the refer- 
ence list to practical observations is not always straight- 
forward. One of  the reasons for this is the lack of  a theory 
about cognitive tendencies that would help to structure and 
classify them in a more transparent manner. Current knowl- 
edge on cognitive tendencies is f a i r y  incomplete and more 
research is needed. It is presumed by the EARTH working 



268 F. Mosneron-Dupin et al. 

Table 6. Assigning observed cognitive tendencies to cognitive tendencies from literature 

CT observed in nuclear power plants from Literature CT from the reference list in Table 5 
Table 3 

(CT1) Eagerness to act (to reduce stress, 
to get a margin and reduce time constraints) 

(CT2) Reluctance to undertake unusual 
actions or actions with negative consequences 

(CT3) Fixation 

(CT4) Subjective probabilistic reasoning 

--Limit cognitive strain minimizing the cognitive effort allocated to a task, in order to 
keep capacity available for unexpected events 73 

--Risk-searching behavior in loss situations (people tend to prefer an uncertain but high 
loss over a certain but low loss) 72 
- -Too much weight on immediate adverse consequences (they are considered to be 
more important than delayed, more serious consequences) 73 
--Voluntary or familiar risks are rated lower 86 

--Confirmation bias, hypothesis anchoring (people tend to search for verification instead 
of falsification) 52 
--Hypothesis fixation (cognitive lock-up) 52 
--Tunnel vision (selective feedback; expectation bias) 77 
--Cheapskate mentality (people prefer 'cheap'--easy to obtain--but unreliable 
information over more 'expensive' but reliable information) 82 

--Familiarity, imaginability (more familiar or imaginable information is given too much 
weight in the attribution of probabilities to events) 72 
--Reliance on positive hits (people tend to overestimate their likelihood of success if 
they desire the outcome) 79 
--Defensive avoidance (people tend to underestimate the likelihood of undesired 
outcomes) 76 
--Voluntary or familiar risks are rated lower 86 

73 - -Too much weight on immediate adverse consequences 

group that at this moment much can be learnt from practical 
situations. This section shows how it may be investigated 
whether a cognitive tendency from literature has a practical 
value for HRA application in industrial installations. 

4.4 How should cognitive tendencies be used in human 
reliability analysis? 

Examination of  the cognitive tendencies observed in nuclear 
power plants shows that they are in fact linked to the opera- 
tors' search for efficiency. Operators tend to set up the best 
possible trade-offs between the various constraints and 
objectives (especially safety/production trade-offs). It 
seems that, to do so, they often adopt psychic and material 
'cost '  minimization strategies (material 'costs ' :  loss of  pro- 
duction, damage to equipment, etc.). Anticipation of  actions 
(linked to tendency CT1, 'eagerness to act ') and 'fixation' 
(CT3) enable a decrease of  emotional load (stress) and work 
load (cognitive or physical). The tendency to avoid the 
actions which penalize equipment or production (CT2) has 
a real economic interest. Lastly, the use of  probabilistic 
reasoning concerns both material and psychic levels at the 
same time. 

From this analysis it can be deduced that cognitive 
tendencies are not themselves mechanisms of  error. They 
generally refer to adaptive mechanisms that play a positive 
part most of the time. Should these cognitive tendencies not 
exist, the operators would have great difficulty doing their 
work. But these optimization strategies are not perfect. They 
are affected by some quite general biases that are mentioned 
in the literature (cf. Section 4.3). In addition, they cannot be 
entirely suitable for all situations (in fact they are essentially 

developed and implemented for normal or only slightly dis- 
turbed situations). Consequently, in certain cases - -and  
especially in incident or accident si tuations--they can be 
a source of  failure. The 'situation factors' and 'elements in 
operators' interpretation' associated with each tendency in 
Table 3 set out to define some of  the more important aspects 
of  these situations where tendencies are inappropriate. 

To use cognitive tendencies in HRA, one could therefore 
investigate to see if, for each accident sequence studied, 
certain 'situation factors' and 'elements'  can be found in 
this situation. Thus, for example, if, during an accident 
sequence, operators have to wait unoccupied before initiat- 
ing an important action, then the risk of  failure is rather 
high, because of  the operators' eagerness to act in such a 
situation, unless other factors compensate this tendency. 

For the factors do interfere. Human behavior is very 
complex. We cannot apply the proposed method mechani- 
cally. Experience is required, and in order to understand the 
phenomena properly, practice in detailed analysis of  real 
and simulated cases is essential. So the method anticipated 
will not prevent making a deep analysis of the context to 
which it is applied 28. Such an analysis will be necessary to 
'update' cognitive tendencies in accordance with the real 
context. The purpose i s - - through on-site observations, 
interviews and simulat ions-- to analyze how these ten- 
dencies appear concretely in the specific operator popula- 
tion studied. Current practices and attitudes may vary 
significantly from one company to another and even from 
one NPP to another. Moreover, when cognitive tendencies 
have been updated, field information will be necessary to 
track error-prone situations by looking for 'situation factors' 
and 'elements'.  
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5 DECISION-BASED UNREQUIRED ACTIONS IN 
HUMAN RELIABILITY ANALYSIS: WHERE TO 
GO? 

5.1 Cognitive tendencies for decision-based unrequired 
actions 

Our experience has shown us that operators' practices and 
attitudes under normal operation still strongly influence 
their actions under abnorrr~al situations. This led us to the 
assumption that better knowledge of these current practices 
could notably improve HRA and in particular the forecast- 
ing of DUA. Besides, this assumption is totally consistent 
with the use of a human-centered model that emphasizes 
operator's active part in transforming conditions through 
the signification he ascribes to them. It is also consistent 
with the introduction of the 'safety culture' concept in the 
nuclear industry, since Chernobyl. 

To verify this assumption, the EARTH group has studied 
opportunities for using the notion of 'cognitive tendency'. 
This notion, voluntarily kept general in this exploratory phase, 
integrates the characteristics of practices and attitudes. 

Relying on our experience and on incident analysis, we 
have proposed examples of NPP operators' cognitive ten- 
dencies. An analysis of literature has shown that these 
examples can be connected to cognitive tendencies pro- 
posed by various theories. Thus, there are some theories, 
or, at least, laboratory data, that enable the trend proposed 
to be enriched and structured. In the end, indications have 
been given on the way tbe notion of cognitive tendency 
could be used in HRA, in ;a practical manner. 

This exploratory study seems to confirm the original 
assumption: better knowledge of the operators' cognitive 
tendencies would be useful in HRA. There are two 
conditions: 

1. we remain aware of the complexity of the phenom-'  
ena, of the interaction of various factors; 

2. we use the notion of cognitive tendency to guide the 
collection of the on-site information, the description 
of context, and the search for hazardous conditions. In 
other words, we do not offer an approach that would 
relieve the HRA specialist of a serious on-site contact, 
and that would supply him with 'predictive' tools 
'mechanically'. 

The method outlined may be of benefit not only to DUA 
analysis but also to the st-udy of other kinds of decision- 
making (e.g. omissions or recoveries). It also seems that 
there could be other applications outside the field of HRA, 
as long as it is useful to establish a 'prediction' of the 
unexpected decisions operators may take. This can be the 
case, for example, for an ergonomic design, in the absence 
of a systematic HRA study. 

If  there is something new, it is not in the notions intro- 
duced, but rather in the idea of applying them more system- 
atically to HRA and in the illustration supplied by real or 
simulated cases and by the literature. In our investigations 

we saw that without an appropriate context description, it is 
very difficult to interpret cognitive tendencies. We think that 
linking current knowledge of cognitive tendencies with the 
real context of operational activities is a valuable step in the 
advancement of HRA methods. 

5.2 Probabilities for decision-based unrequired actions 

This was an exploratory study, a study to obtain a better 
view of the qualitative mechanisms that underlie human 
behavior in case of DUA. Of course, when we talk about 
HRA there is also the quantitative part: the quantitative 
assessment of probabilities, an effort that has up to now 
always been the major controversial feature. Should we 
indeed try to assess an absolute number for such events as 
DUA? 

The first attempts to assess human error probabilities stem 
from applying the mechanist approach for reliability assess- 
ment of technical systems to humans. These first attempts 
for simple human activities seemed not to be that wrong. If 
decision-making plays a minor role, it is less difficult to 
identify potential human errors and assess their probability 
of occurrence. In this case, where a fixed strategy is fol- 
lowed, the desired activities can be defined explicitly, and 
the potential human errors can be identified and subsequently 
assigned numbers. The mechanistic techniques (e.g. event 
trees which are so successfully applied in PRA) are reason- 
ably applicable to humans if a number of particular human 
characteristics are taken into account, e.g. the aspect of 
recovery, dependencies between human activities, etc. 87 

It is, however, entirely different for decision-based 
behavior, i.e. knowledge-based behavior in terms of 88 
An essential aspect of knowledge-based behavior is that 
problem solving behavior is involved, in which the human 
operator has to determine a strategy to be followed. In fact, 
this is the main reason why we have humans in a complex 
process. A design can never be so perfect that all possible 
events can be foreseen. A human operator in a process 
should be able to diagnose an unforeseen event and take 
corrective actions. 

All this holds in particular for complex modern processes 
where consequences of failures are severe (e.g. in NPP). 
Owing to these consequences, we try to make the processes 
as reliable as possible. The result is that we are less able to 
learn from all kinds of undesired events. This is very impor- 
tant in current complex and highly automated systems 
where diagnostic, problem solving behavior and DUA 
may be more crucial 89 

In our exploratory study we have focused on using cog- 
nitive tendencies to model problem-solving behavior, which 
in our view contributes to the possibility of predicting DUA. 
This applies to problem-solving behavior for which strate- 
gies are reasonably well known and can be practised in 
simulators. It is this kind of knowledge-based behavior for 
which probabilities may be obtained and psychological 
science helps us to understand better the relationship 
between context and cognition. 
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A critical note on this application should, however, be 
given. There may be certain complex events for which 
operators' strategies may be entirely unclear. Such phenom- 
ena defy description, and, therefore, it is impossible to 
analyse them. This marks the limit of error identification 
and quantification. 

Also, the application of detailed models is then question- 
able. In applying analytic thought--the knife--as  is 
definitely the case in applying detailed models, something 
may die 90. This may well be that part of the context that 
played an essential role. The use of models implying no 
detailed decomposition but taking human behavior as a 
whole might be applied. Cognitive tendencies as basic 
preferences for types of behavior may form the funda- 
mentals of such models. 

Do these comments mean that we should not quantify 
DUA in the case of problem-solving behavior for which 
the strategies to be followed are unclear? We should do it 
to obtain a feeling for the contribution of human error to 
safety (see Str~iter s4). However, such numbers cannot be 
derived from experience. It is not possible to reproduce 
these situations identically in order to calculate probabil- 
ities. Thus, we should not talk about a probability that 
expresses a number of errors divided by a number of oppor- 
tunities, but about a likelihood that expresses the analyst's 
judgment about the relative chance of occurrence. 

A likelihood, expressing the analyst's feeling about the 
relative chance that a person (or a group) may function 
incorrectly, may be the only believable number for certain 
DUA. An important way to improve these assessments is to 
continue to gather cases and discover which cognitive 
tendencies played a role in the DUA that took place. 
Naturalistic inquiries of the context are essential when we 
talk about humans 62. This is not only important from a 
retrospective point of view. Going into the field and meeting 
future users is important to gain an understanding of cogni- 
tive tendencies, preferences for behavior, that may be the 
basis of DUA causing disasters. 

5.3 And now? 

This was an exploratory study. We still have to carry on with 
the recording of cognitive tendencies and specifying them as 
far as possible according to the context where they occurred. 
We should better define the terms used, and better structure 
cognitive tendencies, e.g. in the light of literature. In parti- 
cular, the terms 'cognitive tendency' and 'attitude' may be 
too general. We should of course define more accurate cate- 
gories. A more comprehensive assessment of the proposed 
ideas, in the light of literature (e.g. of the latest works in 
HRA and in cognitive sciences--such as Varela 91), and by 
practical implementations in HRA studies, is also needed. 

Like HRA, the methods of ergonomic design have a pre- 
dictive goal. They aim at qualitative forecasting of the 
operators' future activity on the system under design. 
There are similarities with HRA 44, but the links between 
the two types of methods could be strengthened 92. Our 

proposals about a human-centered model, cognitive tenden- 
cies, on-site information collection may be a step in this 
direction. A critical comparison would therefore be very 
interesting. 
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A P P E N D I X  A S O M E  D E T A I L S  O F  D E R I V I N G  
C O G N I T I V E  T E N D E N C I E S  B A S E D  O N  I N C I D E N T  
CASES 

The study concerns the three incidents summarized in Table 
4. Ten human-related occurrences were analyzed in detail, 
namely: 

1. (#1.2) premature test performance, i.e. failure to 
reduce power  before test initiation; 

2. (#1.4) failure to isolate leak; 
3. (#1.5) first inhibition of  SI; 
4. (#1.6) second inhibition of  SI; 
5. (#2.2) continuation of  pressure increase; 
6. (#2.3) failure to reduce pressure; 
7. (#3.2) initiation of  AFWS start [subsequently: (#3.3) 

isolation of  SGs]; 
8. (#3.4) failure to initiate feed and bleed cooling; 
9. (#3.6) failure to detect stuck open PORV; 
10. (#3.7) closure of  PORV block valve. 

For  simplification, occurrences #3.2 and #3.3 were trea- 
ted as one entity, and our analysis emphasized the clear 
decision-based element (#3.2) of  it. 

Some of  the main results of  the analysis are presented in 
Table 7. By considering only clearly known information, the 
occurrence-related actions are described by various items 
observed. From this cognition-related items were derived 
by generalizing the observed items. Of course, these gener- 
alizations are the results of  our interpretations. 

Table 7. Action-related item,,; observed and cognition-related items derived by analyzing human-related occurrences from the three 
incident cases summarized in Table 4 

Item of analysis Occurrence # 

1.2 1.4 1.5 1.6 2.2 2.3 3.2 3.4 3.6 3.7 

Action.related items observed 

Commission of unrequired action that... 
- - ( x 0  inhibits anticipated system function with detrimental 
consequences on equipment, availability or safety, but introduces 
a risk of worse consequences 
--(x2) initiates an anticipated system function with favorable 
consequences, but introduces some risk for adverse progress (e.g. 
#3.3, or overcooling after #1.3, or failure to depressurize ('bleed') 
after total loss of feedwater) 
--(x3) is correct, given anticipated success of preceding (e.g. 
diagnosis of valve state), parallel, or subsequent (e.g. switch 
manipulation for startup of AFWS) performance 
--(x4) matches a current task (e.g. pressurize) 
--(xs)  reduces a problem due to a preceding disturbance (e.g. delay) 
--(x6) is functionally related to preceding action 

Omission of required action that.., x 

--(XT) would have detrimental consequences on equipment, 
availability or safety, but omission introduces a risk of worse 
consequences 
--(xs)  would mismatch or di:~turb (e.g. if the operator has to move 
to another part of the control room) a current task (e.g. recovery of 
unexpected low RCS pressure, or recovery of AFWS failure) 
--(x9) would aggravate a problem due to a previous disturbance (e.g. × 
delay) 
--(X 10) would involve a waiting period X 

--(Xll ) would disturb a desired progress of events, and the 
respective desired system state (e.g. valve closed) can be attributed 
to at least one item of information (e.g. signal of closure actuation) 
--(xl2) would demand to giw: up a plan (e.g. startup of AFWS) that 
is suitable to recover the direct cause of an event (e.g. AFWS pump 

turbine overspeed trip) 
--(xl3) should be committed ;after an essential success (e.g. detection 
of the cause of unexpected low RCS pressure) 

X X X X X 
X X 

X X 

X X X X 

X 

X 

X X 

X X X X 

X 

X X X X 

X X X 

X 

X 
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Table 7. (continued) 

Item of analysis Occurrence # 

1.2 1.4 1.5 1.6 2.2 2.3 3.2 3.4 3.6 3.7 

--(X14 ) is likely to be unrequired in the presence of a given 
information (e.g. misindication of valve's position is more likely 
than valve's failure to close) 
--(xi5) is unrequited, given anticipated success of preceding, 
parallel (e.g. recovery of AFWS failure), or subsequent 
performance 

Cognition-related items derived 

Eagerness to act: (Xg/Xlo, xl/xs, xl/xs, x2, x2) 
Reluctance regarding unusual or drastic system functions: (xt, xl, XT) 
Fixation on initial diagnosis, goal, plan or on a sequence of closely 
related actions: (x9, x9, xs, xs, x4/x6, xs, Xs, xs) 
Overweighting suitable (i.e. less disturbing) information: 
(xs/x., xdx . ,  xs/x11) 
Root-cause orientation in corrective action selection or continuation 
(XI2) 
Overconfidence in reliability of own performance: 
(XI5, X3, X3, X3, X15, X3) 
Reduced vigilance when perceiving essential success: (Xl3) 
Non-conservative probabilistic reasoning: 
(XI4, X3, X3, X3~ XI4~ X14, X3) 

X X 

X X 

X X X X X 

X X X 

X X X X X X X X 

X X X 

X 

X X X X X X 

X 
X X X X X X X 


