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Abstract
This thesis presents a new approach to address human and organisational
factors in the operational phase of safety instrumented systems. This ap-
proach gives a prediction of the operational SIL and can be used to improve
safety. It shows which human and organisational factors are most in need of
improvement and it provides guidance for preventive or corrective action.
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Summary

Computer-based safety systems are increasingly used in many different appli-
cations, ranging from automatic train stop systems to emergency shutdown
systems in chemical plants. Such computer-based safety systems, composed
of sensors, logic solvers and actuating items, are often referred to as safety
instrumented systems. A very important aspect of a safety instrumented sys-
tem is its reliability, and reliability certification of such systems has received
a lot of attention during the past decade with the emergence of the new in-
ternational standard IEC 61508. This standard requires quantification of the
achieved risk reduction, expressed as a safety integrity level (SIL).

The required SIL is based on a hazard and risk analysis, combined with risk
acceptance criteria. Next, the standards sets out quantitative and qualita-
tive requirements for the design and implementation of safety instrumented
systems in order to achieve the required risk reduction. Human and organi-
sational factors affect the performance of safety instrumented systems during
operation and may threaten the achieved SIL, but this is usually not explic-
itly accounted for. Therefore, the main objective of this research is to develop
an approach to assess the impact of human and organisational factors on the
achieved SIL in the operational phase of safety instrumented systems.

This research objective is translated into a research model, leading to two re-
search questions: (1) What is the contribution of existing theories and models
for human and organisational factors to the operational phase of safety in-
strumented systems? and (2) Which relationship can be established between
human and organisational factors and the achieved SIL in the operational
phase of safety instrumented systems? To answer these questions, a theo-
retical approach based on scientific literature is followed, combining existing
theories and models and adapting them to a specific domain.

Human errors contribute significantly to accidents and system failure, and
there are many theories that seek to explain human error. Nowadays, it
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is widely recognised that human errors often are caused by aspects of the
working environment and the organisation, thus shifting focus from human
errors to the underlying human and organisational factors. Several models
are available that link safety with human and organisational factors, rang-
ing from qualitative accident investigation models to quantitative methods
to include human and organisational factors into probabilistic safety assess-
ment. The Swiss cheese model of organisational accidents (Reason, 1997) is
highly relevant for the operational phase of safety instrumented systems, be-
cause it visualises the influence of human and organisational factors on the
performance of safety barriers (in this case, safety instrumented systems).
Furthermore, it can be used to predict the general likelihood that an acci-
dent may happen. Among the quantitative models, the ARAMIS approach
(Duijm & Goossens, 2006) is particularly interesting, because it directly links
organisational factors to the reliability of safety barriers.

To develop an approach to assess the impact of human and organisational fac-
tors on the achieved SIL, eight safety influencing factors are formulated, based
on the Swiss cheese model. These factors are then linked to the achieved SIL
using a quantification procedure similar to the ARAMIS approach. The re-
sulting approach consists of five steps and gives a prediction of the achieved
SIL during operation (the operational SIL), which may be lower than the
achieved SIL upon system start-up (the design SIL), due to the impact of
human and organisational factors. The calculation of the operational SIL is
based on the proportion of the design SIL that can be explained by human
and organisational factors, the relative weights of the safety influencing fac-
tors, and the state of each safety influencing factor, which is measured during
an audit using checklists. The approach can also be used to improve safety;
it shows which safety influencing factors are most in need of improvement
and it provides guidance for preventive or corrective action. The approach
has not (yet) been applied in practice, and there are some issues that need
further consideration. To validate the approach, field data from the real
operation of safety instrumented systems could be used.

An illustrative case study shows the preventive character of the approach:
improve relevant human and organisational factors before they threaten the
achieved SIL. Furthermore, the proposed approach can be used as part of a
SIL monitoring strategy in order to maintain the achieved SIL at the required
level during the operational phase. Further research is needed to explore
other issues that should be followed up in the operational phase of safety
instrumented systems, and to assess their impact on the operational SIL.
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Chapter 1

Introduction

Today’s industrial society exposes itself to risks created by its technological
advancements, and major accidents, for example in the process industry and
the transportation sector, regularly draw our attention. According to the
German sociologist Ulrich Beck, we are living in a risk society, which is
shaped by the all-encompassing modern society with its mass consumption
(Beck, 1997). To protect people and the environment against technological
risks, safety systems are used in many different applications. Nowadays, such
systems are often based on computer technology, making them more flexible,
but also more complex. The question is: can we rely on these complex,
computer-based safety systems? Reliability certification of such systems has
received a lot of attention during the past decade with the emergence of
the new international standard IEC 61508 (IEC, 2000). This standard is
performance-based and requires quantification of the achieved risk reduction.

This chapter gives a brief introduction to computer-based safety systems and
to the IEC 61508 standard. Within this context, it outlines the research ob-
jective of this thesis. For a general introduction to the reliability of safety
systems, the reader is referred to the literature review that has been per-
formed as a preparation for this master’s thesis (Schönbeck, 2006).

1.1 Safety instrumented systems

Computer-based systems are increasingly used in safety-critical applications.
The benefits of these programmable systems are increased flexibility to change
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Figure 1.1: Subsystem structure of a safety instrumented system (IEC, 2000)

systems and to introduce new functionality, compared to conventional safety
systems that are based on mechanical technologies. On the other hand, this
flexibility increases the complexity of safety systems and poses demands on
system developers, users, as well as regulatory authorities. A computer-based
safety system composed of sensors, logic solvers and actuating items (or final
elements) is usually referred to as a safety instrumented system. The general
subsystem structure of a safety instrumented system is shown in Figure 1.1.

According to Rausand & Høyland (2004), safety instrumented systems are
used in many sectors of society, for example, as emergency shutdown systems
in hazardous chemical plants, fire and gas detection and alarm systems, pres-
sure protection systems, dynamic positioning systems for ships and offshore
platforms, automatic train stop systems, fly-by-wire operation of aircraft
flight control surfaces, antilock brakes and airbag systems in automobiles,
and systems for interlocking and controlling the exposure dose of medical
radiotherapy machines. In each of these applications, the purpose of the
safety instrumented system is to mitigate the risk associated with the so-
called equipment under control, which the IEC 61508 standard (IEC, 2000)
defines as “equipment, machinery, apparatus or plant used for manufacturing,
process, transportation, medical or other activities.”

A very important aspect of a safety instrumented system is its reliability.
Several definitions of reliability exist, such as the general one given in the
standard ISO 8402 (ISO, 1986): “Reliability is the ability of an item to per-
form a required function, under given environmental and operational condi-
tions and for a stated period of time.” For a safety instrumented system this
means that when a predefined process demand occurs in the equipment un-
der control, the deviation shall be detected by the sensors, and the required
actuating items shall be activated and fulfil their intended functions (Rau-
sand & Høyland, 2004). A failure to perform this function is called a fail to
function. On the other hand, a safety instrumented system shall not be acti-
vated without the presence of a predefined process demand in the equipment
under control. Such a false alarm is called a spurious trip.
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When assessing the reliability of a safety system in terms of fail to function,
two main options exist, depending on the operation mode. If a system ex-
periences a low frequency of demands, typically less than once per year, it
is said to operate in low demand mode. An example of such a safety sys-
tem is the airbag in a car (Rausand & Høyland, 2004). The brakes in a car
are an example of a safety system with a high demand mode of operation:
they are used (almost) continuously (Rausand & Høyland, 2004). For low
demand mode safety systems it is common to calculate the average proba-
bility of failure on demand, whereas the probability of a dangerous failure
per hour is used for safety systems operating in high demand or continuous
mode (Brown, 2000). The reliability of a safety system in terms of spurious
trips can also be quantified, and it is often important to consider this as
well. To assess the reliability of a safety system, several analysis techniques
exist, which use different methodologies that may lead to different results
(Rouvroye & Brombacher, 1999).

1.2 IEC 61508 standard

The IEC 61508 standard (IEC, 2000, approved by CENELEC as European
standard EN 61508 in 2001) provides a general framework for the design and
implementation of safety instrumented systems, which are called “electri-
cal/electronic/programmable electronic safety-related systems” in this stan-
dard. This is a generic standard common to several industries, independent
of the technology used. A main objective of this standard is to facilitate
the development of application specific standards, such as IEC 61511 for the
process industry (IEC, 2004, approved by CENELEC as European standard
EN 61511 in 2004). The IEC 61508 standard consists of seven parts, some
of which are normative, whereas other parts are informative and provide ex-
amples and guidelines. An overview of the standard and its different parts
is given by IEC (2005). The standard uses a central framework, called the
safety lifecycle, to structure its requirements and to deal in a systematic way
with all activities related to a safety instrumented system, from the initial
concept until eventual decommissioning. The safety lifecycle is shown in
Figure 1.2.

The IEC 61508 standard requires quantification of the achieved risk reduc-
tion, expressed as a safety integrity level (SIL). The standard defines four
safety integrity levels, where SIL 4 is the highest level and SIL 1 the lowest.
Each level corresponds to an interval of the average probability of failure on
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Figure 1.2: Overall safety lifecycle (IEC, 2000)
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demand (for low demand mode of operation) and the probability of a dan-
gerous failure per hour (for high demand or continuous mode of operation),
as shown in Table 1.1.

Table 1.1: Intervals of the average probability of failure on demand (PFD)
and the probability of a dangerous failure per hour (PFH) corresponding to
the safety integrity levels (IEC, 2000)

SIL PFD PFH
4 ≥ 10−5 to < 10−4 ≥ 10−9 to < 10−8

3 ≥ 10−4 to < 10−3 ≥ 10−8 to < 10−7

2 ≥ 10−3 to < 10−2 ≥ 10−7 to < 10−6

1 ≥ 10−2 to < 10−1 ≥ 10−6 to < 10−5

The required SIL is determined based on a hazard and risk analysis, combined
with risk acceptance criteria. Next, one or more safety instrumented systems
are designed that achieve the required risk reduction (possibly together with
safety systems based on other technology). Apart from the quantitative tar-
get failure measures shown in Table 1.1, the standard sets out different qual-
itative requirements for the system design and several other lifecycle phases,
depending on the required SIL. Together, these quantitative and qualitative
requirements determine for which SIL a safety instrumented system could be
qualified upon system start-up, that is, the achieved SIL. Generally speaking,
the higher the required SIL, the more stringent the requirements to comply
with the standard. According to Smith & Simpson (2004), especially SIL 3
and SIL 4 involve significant cost increases and require highly skilled person-
nel.

Human factors are addressed both explicitly and implicitly in several phases
of the safety lifecycle, but there is no specific requirement to analyse these
factors quantitatively. Nevertheless, the standard states that the design “shall
take into account human capabilities and limitations and be suitable for
the actions assigned to operators and maintenance staff. The design of all
interfaces shall follow good human-factor practice and shall accommodate
the likely level of training or awareness of operators” (IEC, 2000).

1.3 Research objective

Although the IEC 61508 standard takes a lifecycle approach that also in-
cludes operation and maintenance, there is little focus on how to ensure
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that the achieved SIL is maintained at the required level during the oper-
ational phase. Most literature is concerned with determining the required
SIL and demonstrating the achieved SIL upon system start-up. However,
the performance of a safety instrumented system in the operational phase is
influenced by many factors; not only by the system design and the related
testing and maintenance strategies, but also by the operating conditions in
the wider socio-technical system it is part of. This includes both human and
organisational factors. These factors may threaten the achieved SIL in the
operational phase, but this is usually not explicitly accounted for.

The main objective of this research is to develop an approach to assess the
impact of human and organisational factors on the achieved SIL in the op-
erational phase of safety instrumented systems. This involves exploring a
range of theories and models for human and organisational factors, as well
as reviewing the possible contribution of these theories and models to the
operational phase of safety instrumented systems.

1.4 Structure of the thesis

The structure of this master’s thesis is a special one, because the main body
is written in the form of a research paper. This paper will be submitted
for publication to a scientific journal, possibly slightly revised. The paper is
self-contained and has its own abstract, introduction, and reference list. It
is included as a chapter in this thesis; the other chapters serve to place the
paper in a wider context and to provide more details of the research.

The research methodology is covered in detail in Chapter 2. The research
paper is included as Chapter 3. It outlines the theoretical background of
the research and presents a new approach to address human and organisa-
tional factors in the operational phase of safety instrumented systems. The
approach is also applied to an illustrative case. Finally, the paper gives
concluding remarks and discusses further research. Chapter 4 of the the-
sis presents some suggestions for further improvement of the new approach
and discusses how it can be applied and validated. More details of the new
approach and the case study are given in, respectively, Appendix A and B.
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Chapter 2

Methodology

This chapter outlines the methodology of the research. It covers the design
of the research model, the formulation of research questions, and the research
strategy followed.

2.1 Research model

The main objective of this research is to develop an approach to assess the
impact of human and organisational factors on the achieved SIL in the op-
erational phase of safety instrumented systems. This objective is translated
into a research model, according to the principles for research design de-
scribed by Verschuren & Doorewaard (2000). The research model is shown
in Figure 2.1.

The research object is achieved SIL in the operational phase of safety instru-
mented systems. This object is studied from the perspective of human and
organisational factors, because the goal is to assess the impact of human and
organisational factors on the achieved SIL. The research perspective is based
on relevant theories and models for human and organisational factors, which
form the theoretical background. Hence, a range of theories and models for
human and organisational factors is explored and their possible contribution
to the operational phase of safety instrumented systems is reviewed. Next,
a combination of relevant theories and models is adapted to the operational
phase of safety instrumented systems and linked to the achieved SIL, which
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Figure 2.1: Research model

leads to an approach to assess the impact of human and organisational factors
on the achieved SIL in the operational phase of safety instrumented systems.

2.2 Research questions

The research model can serve as a basis for formulation of research questions.
These questions are obtained by splitting the model into different parts, in
line with the principles from Verschuren & Doorewaard (2000). The first
part of the model, shown in Figure 2.2, leads to the first research question:

What is the contribution of existing theories and models for human and or-
ganisational factors to the operational phase of safety instrumented systems?

The second part of the model, shown in Figure 2.3, leads to the second
research question:

Which relationship can be established between human and organisational fac-
tors and the achieved SIL in the operational phase of safety instrumented
systems?
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Figure 2.3: Part of the research model leading to research question 2
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Subsequently, these research questions are split into subquestions. This
makes the research questions more specific and indicates what type of knowl-
edge is needed to answer them. This leads to the following questions and
subquestions:

1. What is the contribution of existing theories and models for human and
organisational factors to the operational phase of safety instrumented
systems?

• What do relevant theories say about the impact of human and
organisational factors on safety?

• Which relevant models for human and organisational factors exist?

• What is the possible contribution of these theories and models to
the operational phase of safety instrumented systems?

2. Which relationship can be established between human and organisa-
tional factors and the achieved SIL in the operational phase of safety
instrumented systems?

• What kind of indicators can be used for human and organisational
factors in the operational phase of safety instrumented systems?

• Which relationship can be established between these indicators
and the achieved SIL?

2.3 Research strategy

To find answers to the research questions, a certain research strategy has
to be followed. This involves decisions about the type of research and the
way the research is conducted. Given the nature of the research objective
and the research questions, a theoretical approach based on scientific litera-
ture is most appropriate. This means that existing theories and models are
compared and adapted to create something new. The relevant literature is
studied specifically from the perspective of the research questions and ap-
plied to a new domain. The goal of this research strategy is to develop a new
approach for a specific domain (the operational phase of safety instrumented
systems), based on existing theories and models. Hence, this theoretical
research approach is more than a literature review.
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The scientific literature used for this research consists mainly of papers
from established scientific journals (e.g., Reliability Engineering and System
Safety), as well as conference proceedings and a number of books. Together,
this material covers all relevant parts of the research area, although it is not a
complete overview. In addition to the scientific literature, reading a number
of practice-oriented books (e.g., Kjellén, 2000; Kletz, 2001; Redmill & Rajan,
1997) provided valuable insight into the role of human and organisational fac-
tors in safety and into practical applications of safety instrumented systems.
The research strategy followed has certain implications for the validity and
applicability of the results. These are discussed in Chapter 4.
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Chapter 3

Research paper

The main body of this thesis is written in the form of a research paper, which
is included as chapter 3. This paper will be submitted for publication to a
scientific journal, possibly slightly revised. The paper is self-contained and
has its own abstract, introduction, and reference list.
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Human and organisational factors in the
operational phase of safety instrumented

systems: A new approach

Martin Schönbeck

Abstract

The international standards IEC 61508 and IEC 61511, which provide a general
framework for the design and implementation of safety instrumented systems, re-
quire quantification of the achieved risk reduction, expressed as a safety integrity
level (SIL). Human and organisational factors affect the performance of safety in-
strumented systems during operation and may threaten the achieved SIL, but this is
usually not explicitly accounted for. This paper presents a new approach to address
human and organisational factors in the operational phase of safety instrumented
systems. This approach gives a prediction of the operational SIL and can also be
used to improve safety. It shows which human and organisational factors are most
in need of improvement and it provides guidance for preventive or corrective action.
Finally, the approach can be used as part of a SIL monitoring strategy in order to
maintain the achieved SIL at the required level during the operational phase.

Key words: Human factors, Organisational factors, Operational phase, Safety
instrumented system, Safety integrity level

1 Introduction

Safety instrumented systems are increasingly used across a wide range of in-
dustries to perform safety functions. These computer-based safety systems are
generally composed of sensors, logic solvers and actuating items. Reliability
certification of such systems has received a lot of attention during the past
decade with the emergence of the new international standard IEC 61508 (IEC,
2000), which provides a general framework for the design and implementation
of safety instrumented systems (called “electrical/electronic/programmable
electronic safety-related systems” in this standard). A main objective of this
standard is to facilitate the development of application specific standards, such
as IEC 61511 for the process industry (IEC, 2004). These standards, which
have been approved by CENELEC as European standards, require quantifica-
tion of the achieved risk reduction, expressed as a safety integrity level (SIL).
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The IEC 61508 standard (IEC, 2000) defines four safety integrity levels, where
SIL 4 is the highest level and SIL 1 the lowest. Each level corresponds to an
interval of the average probability of failure on demand (low demand mode)
and the probability of a dangerous failure per hour (high demand or con-
tinuous mode). The required SIL is determined based on a hazard and risk
analysis, combined with risk acceptance criteria. Next, one or more safety
instrumented systems are designed that achieve the required risk reduction
(possibly together with safety systems based on other technology). Apart from
the quantitative target failure measure, the standard sets out different qual-
itative requirements for the system design and several other lifecycle phases,
depending on the required SIL. Together, these quantitative and qualitative
requirements determine for which SIL a safety instrumented system could be
qualified upon system start-up, that is, the achieved SIL. Although the stan-
dard takes a lifecycle approach that also includes operation and maintenance,
there is little focus on how to ensure that the achieved SIL is maintained at
the required level during the operational phase. Most literature is concerned
with determining the required SIL and demonstrating the achieved SIL upon
system start-up.

The performance of a safety instrumented system in the operational phase
is influenced by many factors; not only by the system design and the related
testing and maintenance strategies, but also by the operating conditions in the
wider socio-technical system it is part of. Accident rates for similar equipment
vary considerably between different organisations (Hurst et al., 1996), and
industrial accidents indicate that the performance of a highly complex socio-
technical system is dependent upon the interaction of technical, human, social,
organisational, managerial, and environmental elements (Gordon, 1998; Pid-
geon & O’Leary, 2000). Moreover, a significant part of all industrial accidents
is caused by unanticipated actions of people during operation and maintenance
(Bea, 1998; HSE, 2003), and the organisational perspective on safety shows
that these human errors often are caused by aspects of the organisation and
the working environment (Kletz, 2001; Reason, 1997). According to Bley et
al. (1992, p. 18), “any model that fails to examine the organisational factors
is guaranteed to underestimate the overall risk by an undetermined amount.”

Applying this line of thought to the operational phase of safety instrumented
systems, it becomes clear that human and organisational factors affect the
performance of safety instrumented systems and may threaten the achieved
SIL, but this is usually not explicitly accounted for. The IEC 61508 stan-
dard (IEC, 2000) proposes a number of preventive measures related to human
and organisational factors, but there is no specific requirement to undertake
a quantitative analysis of these factors and their impact on the achieved SIL.
Carey (2000, p. 31) points out that “in comparison to the other aspects of soft-
ware and hardware engineering involved in the development of a safety-related
system, the standard provides minimal specification regarding the design of
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the user interface and other human related aspects of a system.”

Few authors have addressed human and organisational factors in the context
of safety instrumented systems. Carey & Purewal (2001) have developed a
framework for integrating human factors requirements into IEC 61508 and
show that the level of effort required on human factors increases with the SIL.
Brombacher (1999) introduces the maturity index on reliability as a method
to analyse business processes in an IEC 61508 certification. However, this
method deals only indirectly with the safety and reliability of the products
realised and operated by these business processes. The reliability prediction
method for safety instrumented systems developed by SINTEF (Hauge et al.,
2006) proposes a way to quantify the effect of measures to avoid or control
systematic failures. Some of these measures are related to human and organ-
isational factors. In the general context of quantitative risk assessment and
probabilistic safety assessment, several models have been developed to incor-
porate human and organisational factors into these assessments (Davoudian
et al., 1994a,b; Duijm & Goossens, 2006; Embrey, 1992; Modarres et al., 1992;
Mosleh et al., 1997; Øien, 2001a; Papazoglou et al., 2003; Paté-Cornell & Mur-
phy, 1996). However, there are currently no models available that directly link
human and organisational factors to the achieved SIL.

The main objective of this paper is to develop an approach to assess the impact
of human and organisational factors on the achieved SIL in the operational
phase of safety instrumented systems. It is also shown how this approach can
be used to improve safety. The remainder of this paper is organised as follows:
Section 2 explores the contribution of a range of human and organisational
factor theories to the operational phase of a safety instrumented system, while
models that link safety with human and organisational factors are discussed
in Section 3. Together, these two sections provide the necessary background
for the development of a tailored approach for the operational phase of safety
instrumented systems, which is described in Section 4. The new approach is
applied to an illustrative case in Section 5. Finally, Section 6 gives concluding
remarks and discusses further research.

2 Human and organisational factors

Although estimates of the contribution of human errors to system failure and
accident causation vary significantly, there seems to be a common understand-
ing that human errors have a significant impact on safety. The terms human
factors and human error are often used interchangeably, but, as pointed out
by Gordon (1998), it is important to distinguish between the underlying causes
of accidents (human factors) and their immediate causes (human errors). Tra-
ditionally, human factors are defined as the interaction between man and ma-
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chine, although many variations exist (see Wogalter et al., 2001). Human error
can be defined as “the failure of planned actions to achieve their desired ends
– without the intervention of some unforeseeable event” (Reason, 1997, p. 71).
According to Wagenaar et al. (1994), accidents are preceded by human be-
haviour that constitutes a necessary condition. This behaviour is called an
unsafe act. Hence, a human error can be considered as an unsafe act by a
system operator, which may cause an accident. Such an unsafe act may ei-
ther involve doing something wrong (e.g., applying a wrong test procedure),
or failing to do something (e.g., skipping a test).

Human errors can be categorised in many ways. Based on Rasmussen’s three-
level theory of human performance (Rasmussen, 1982, 1983) and Norman’s dis-
tinction between slips and mistakes (Norman, 1981), Reason (1990) categorises
errors into skill-based slips and lapses, rule-based mistakes, and knowledge-
based mistakes. Furthermore, he distinguishes a separate type of unsafe acts
called violations, which refer to (deliberate or erroneous) deviations from safe
operating procedures, standards or rules (Reason, 1990). In the area of human
reliability analysis, many attempts have been made to indentify human errors
and to assess their likelihood, sometimes quantitatively (see Blackman et al.,
1998; Hollnagel, 2000). Hollnagel (1998) argues that most recognised methods
for human reliability analysis are in an uneasy position between probabilistic
safety analysis and information processing psychology. Therefore, he proposes
an alternative called cognitive reliability analysis, recognising that performance
always takes place in a context, and that cognition is intrinsic to all actions,
hence to all errors. This approach establishes a relationship between error
modes and underlying causes, thus implicitly linking human errors to human
factors.

According to Jacobs & Haber (1994), human errors may be of various ori-
gins and part of larger, organisational processes that encourage unsafe acts,
which ultimately produce system failures. The importance of the underly-
ing causes of unsafe acts is also stressed in the generalised accident scenario,
which is part of the Tripod method (Van der Want, 1996; Wagenaar et al.,
1994, 1990). According to this scenario, unsafe acts are preceded by reasons,
motives, expectations, plans, and ways of reasoning, which together are la-
belled psychological precursors. Subsequently, the environmental conditions
that cause these psychological precursors are called latent failures. Such la-
tent failures are in principle under the control of management (Wagenaar et
al., 1994). This view on the underlying causes of human errors is supported
by Reason (1997, p. 126): “Human error is a consequence, not a cause. Er-
rors. . . are shaped and provoked by upstream workplace and organisational
factors.” Furthermore, he writes that “we cannot change the human condition,
but we can change the conditions under which people work” (Reason, 1997,
p. 25). Or, as Kletz (2001) formulates the theme of his book: “Try to change
situations, not people.” According to this line of thought, focus shifts from
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human errors to the underlying human and organisational factors. Several
relationships between human and organisational factors have been proposed,
and terminology is sometimes overlapping. Some authors (e.g., Gordon, 1998)
use human factors as a general term encompassing both organisational fac-
tors (such as procedures) and individual factors (such as motivation), whereas
others (e.g., Øien, 2001a) define organisational factors as including both indi-
vidual factors and aspects of the working environment.

The organisational perspective on safety has received a lot of attention during
the past decades and is highly relevant for the operation of safety instrumented
systems (Westrum, 1997). Perrow (1984, 1999) argues that the complexity of
tightly-coupled technical systems leads to nearly inevitable catastrophic ac-
cidents, so-called normal accidents. According to this theory, introduction of
safety devices and organisational redundancy increases complexity and cou-
pling, resulting in systems that are more prone to error than they were previ-
ously. Hence, some accidents are inevitable. Vaughan (1999) addresses the dark
side of organisations and states that mistake, misconduct, and disaster are the
result of the interconnection between organisational environment, organisa-
tional characteristics, cognition, and choice. A research group at Berkeley has
developed the concept of the high reliability organisation, based on qualitative
investigation of normal operations in high-risk industries (see, e.g., La Porte
& Consolini, 1991; Roberts, 1990; Rochlin, 1993; Rochlin et al., 1987). As
pointed out by Moray (2000), their approach can be considered the inverse
of that by Perrow (1984, 1999), because it emphasises the possibility of reli-
ability rather than the danger of accidents. This line of research tries to find
characteristics of organisations that operate extremely safely, although their
activities are potentially very dangerous. Examples include air traffic control,
submarines and power distribution.

According to Rochlin (1999), high reliability organisations show a positive
engagement with the construction of operational safety that extends beyond
controlling or mitigating unexpected events and seek instead to anticipate and
plan for them. This is closely related to safety culture. Although there is no
common understanding of the term safety culture (Guldenmund, 2000; Wieg-
mann et al., 2004), its importance is widely recognised. The term implies that
it is part of a larger organisational culture, which is shared by the members
of an organisation, and which manifests itself at three levels: observable ar-
tifacts, espoused values, and basic underlying assumptions (Schein, 1990). A
popular definition of organisational culture, often used in management litera-
ture, is “the way we do things around here” (Deal & Kennedy, 1982, p. 4). As
pointed out by Sorensen (2002), the term safety culture is sometimes used in a
broader perspective to capture not only part of the organisational culture, but
all organisational factors related to safety. On the other hand, some authors
adopt a narrower definition and distinguish between safety culture and safety
climate (see, e.g., Glendon & Stanton, 2000; Guldenmund, 2000; Wiegmann
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et al., 2004), the latter referring to attitudes towards safety.

Several studies across a wide range of industries have shown a positive corre-
lation between organisational factors and safety performance (e.g., Donald &
Canter, 1994; Hurst et al., 1996; Itoh et al., 2004; Lee, 1998; Mearns et al.,
2003). However, the mechanism by which aspects of the organisation influ-
ence safety performance is not clear, and there is no common understanding
of which organisational factors are relevant. An abundant amount of organisa-
tional factor frameworks and other lists of organisational factors can be found
in literature (overviews are given by Flin et al., 2000; Sorensen, 2002; Vaquero
et al., 2000; Wilpert, 2000). In line with the classification by Vaquero et al.
(2000), these frameworks can be divided into two main categories: deductive
and inductive. Deductive frameworks (e.g., Jacobs & Haber, 1994) are based
on a theoretical model of an organisation, whereas inductive frameworks are
derived from empirical observations (e.g., Lee, 1998) or accident investiga-
tion (e.g., Dien et al., 2004), sometimes combined with expert elicitation. A
great deal of these frameworks focus on safety culture or safety climate, but
some take a broader perspective and include also structural aspects of the
organisation, such as procedures, responsibilities and coordination. Le Coze
(2005) argues that organisations, due to their complexity, cannot be studied
in the same way as technical systems and that one should take a multidimen-
sional approach, including dimensions such as power relations, organisational
culture, and the organisational environment. This is in line with the view of
safety management presented by Hale (2003).

3 Models linking safety with human and organisational factors

Several models are available that try to link safety with human and organ-
isational factors, ranging from qualitative accident investigation models to
quantitative methods to include human and organisational factors into prob-
abilistic safety assessment. A general – and by now famous – approach is
Reason’s model of organisational accidents, better known as the Swiss cheese
model (Reason, 1990, 1997). This model is based on the generalised accident
scenario described in Section 2. Recently, the Swiss cheese model has been
subject to criticism (for a review, see Reason et al., 2006), and several new
approaches have been proposed (e.g., Leveson, 2004), but still it is widely used
in practice. An organisational accident can be defined as “the concurrent fail-
ure of several defences, facilitated, and in some way prepared, by suboptimal
features of the organisation design” (Reason et al., 2006, p. 9). This can be
visualised as an accident trajectory passing through holes in successive “slices”,
which gave rise to the Swiss cheese label.

A later variant of the Swiss cheese model shows how the performance of de-
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Fig. 1. Model of organisational accidents, adapted from Reason (1997)

fences is influenced by upstream human and organisational factors, as illus-
trated in Figure 1. The upper part represents the main elements of accident
causation: hazards, defences (safety barriers), and losses. This is similar to
a general accident model known as the energy model (Gibson, 1961/1964;
Haddon, 1980). The lower part of Figure 1 shows the development of an or-
ganisational accident: organisational factors (strategic decisions and generic
organisational processes, shaped by the organisational culture) influence local
workplace conditions (time pressure, insufficient training, ambiguous proce-
dures, etc.), which combine with natural human tendencies to produce un-
safe acts (Reason, 1997). These unsafe acts may create holes in the defences.
According to Reason (1997), workplace and organisational factors may also
lead directly to failed defences, as indicated by the latent condition pathways.
The Swiss cheese model is highly relevant for the operational phase of safety
instrumented systems, because it visualises the influence of human and or-
ganisational factors on the performance of safety barriers (in this case, safety
instrumented systems). Although the Swiss cheese model was originally de-
veloped for accident investigation, it can also be used as a predictive model.
It proposes a number of general failure types, which give an indication of the
current state of “safety health” (Reason et al., 2006). This gives a prediction
of the general likelihood that an accident may happen.

Another category of models tries to incorporate human and organisational
factors into quantitative risk assessment and probabilistic safety assessment.
These models vary in scope and are not totally comparable, but they try to
achieve more or less the same ends (for a review, see Øien, 2001b). One of
the first attempts in this area is MACHINE (Model of Accident Causation
using Hierarchical Influence NEtwork), developed by Embrey (1992). This
model focuses on human errors (classified into active, latent and recovery
failures), and their relationship with error inducing factors (e.g., procedures)
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and higher level organisational factors (called policy deficiencies). Modarres
et al. (1992) describe a framework that has been developed for the assessment
of performance indicators, but which also can be used to assess the impact of
organisational factors on safety. It covers both organisational hierarchy and
behavioural aspects. The Work Process Analysis Model (WPAM), developed
by Davoudian et al. (1994a,b), explores the work processes in an organisation
and tries to identify the organisational factors that interfere with particular
tasks. It is based on the 20 organisational factors identified by Jacobs & Haber
(1994), which, according to Weil & Apostolakis (2001), can be reduced to six.

Another approach is the SAM (System-Action-Management) framework (Mur-
phy & Paté-Cornell, 1996; Paté-Cornell, 1990, 1993; Paté-Cornell & Bea, 1992;
Paté-Cornell & Murphy, 1996), which uses human decisions and actions as an
intermediate variable between the performance of the system and the organi-
sation. Unlike most of the other models described here, SAM has been applied
in practice in several industries. Mosleh et al. (1997) developed the ω-factor
approach to model the influence of organisational factors on reliability of com-
ponents and on operator performance. This approach is similar to the β-factor
model for common cause failures. Based on a review of existing organisational
factor frameworks, Øien (2001a) developed an organisational model to analyse
leak events on offshore installations. Furthermore, he proposes organisational
risk indicators and a methodology to quantify the impact of the organisation
on risk. A European project called I-Risk (Integrated Risk) led to an approach
to integrate the technical model of a chemical process plant with a safety man-
agement model, including risk quantification (Papazoglou et al., 2003). I-Risk
served as the basis for ARAMIS (Accidental Risk Assessment Methodology for
IndustrieS), which is another European project, aimed to support harmonised
implementation of the SEVESO II directive (Salvi & Debray, 2006). As part
of ARAMIS, a methodology has been developed to quantify the influence of
safety management on the reliability of safety barriers, using a safety man-
agement audit and a safety culture questionnaire (Duijm & Goossens, 2006).
This approach is particularly interesting for the operational phase of safety
instrumented systems, because it directly addresses the reliability of safety
barriers.

Øien (2001b) evaluated all models described above according to a predefined
structure (Øien & Sklet, 2000), except for the newer ARAMIS methodology.
A similar but narrower review can be found in Sorensen (2002). Many of these
models (e.g., MACHINE, SAM, ω-factor) use influence diagrams as a mod-
elling technique, combining an intuitive representation with the possibility
to quantify the model using Bayesian probability theory. However, regardless
of the modelling technique, explicit quantification of the effect of organisa-
tional factors in a practical situation is difficult and time-consuming. There-
fore, conditional probabilities or weight factors are often derived from expert
judgement (see, e.g., Paté-Cornell & Murphy, 1996). Some of the models focus
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solely on organisational factors (e.g., ARAMIS), whereas others take human
factors into account as well, often as a layer between the organisation and
the technical system (e.g., SAM). Which human and/or organisational factors
are included, varies considerably between the models. Sometimes an existing
organisational factor framework is used (e.g., for WPAM), in other cases the
set of organisational factors is developed as part of the model (e.g., ARAMIS)
or adapted to each specific situation (e.g., SAM). Apart from that, there is
no consensus about the mechanism by which the organisational factors affect
safety. Most models include such a mechanism, for example human decisions
and actions (SAM), error inducing factors and human errors (MACHINE), or
work processes (WPAM). A different approach is adopted in ARAMIS: the or-
ganisational factors are here linked directly to the reliability of safety barriers.
This is a simplification of reality, but it makes the approach practical.

In the operational phase of safety instrumented systems, human and organisa-
tional factors may have a common cause effect on failure probabilities, because
they function as a source of dependency between components or human ac-
tions (Davoudian et al., 1994a; Mosleh et al., 1997). According to Mosleh et
al. (1997), the most likely form of dependency is through increase or decrease
in failure probabilities of components or human actions, rather than simul-
taneous failure. Therefore, the ω-factor model assumes dependency in cause,
but not in time. Zitrou et al. (2007) take a different approach and propose a
way to include organisational factors in common cause failure models. They
use an influence diagram to model the effect of organisational factors (called
defences) on root causes and coupling factors. However, this model is still in
its developmental stage and considers only common cause failures.

4 A new approach

As pointed out in the introduction, it is important to consider the impact of
human and organisational factors on the achieved SIL. However, none of the
models described above can be applied directly to the operational phase of a
safety instrumented system. This section presents an approach for this specific
domain, building on previous work and experiences. Its aim is to capture the
impact of human and organisational factors in a practically feasible way, with
a sound theoretical foundation from human and organisational factor research.
First, a framework for human and organisational factors is selected. Next, a
quantification procedure is proposed to establish a relationship between human
and organisational factors and the achieved SIL. Finally, it is shown how the
approach can be used to improve safety.

When selecting a framework for human and organisational factors, one should
keep in mind that it may not be possible to capture the entire complexity of
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an organisation and its informal social aspects in a model (see discussion by
Le Coze, 2005; Rochlin, 1999), but still one can try to identify a few dominant
factors that significantly influence safety. The general failure types correspond-
ing to the Swiss cheese model (Reason, 1997), later called basic risk factors
(Tripod Solutions, 2007), are based on many years of research and analysis
of hundreds of accident scenarios and they can, as such, be considered as a
good example of a list of dominant factors influencing safety. They were origi-
nally published by Wagenaar et al. (1990) and have later been slightly revised
(Reason, 1997; Wagenaar et al., 1994). These general failure types provide
the basis for the approach presented here. The main reasons for selecting this
framework are that it is theoretically founded in human and organisational
factor research and that it captures both structural and behavioural aspects,
as opposed to many other frameworks. It should be noted that the general
failure types do not refer to system failures, but to the latent failures dis-
cussed in Section 2. Using the relationships between basic lifecycle processes
and the eleven general failure types (Reason, 1997), these are reduced to eight
and slightly reformulated in order to reflect human and organisational factors
in the operational phase of safety instrumented systems. Defence planning,
hardware, and design are eliminated. The remaining eight will here be called
safety influencing factors and are listed in Table 1.
Table 1
Safety influencing factors in the operational phase of safety instrumented systems

Safety influencing factor Description

1. Maintenance management Management, rather than execution, of maintenance
activities

2. Procedures Quality, accuracy, relevance, availability and work-
ability of operating and maintenance procedures

3. Error-enforcing conditions Conditions that force people to operate in a manner
not foreseen during system design

4. Housekeeping Orderliness in the workplace

5. Goal compatibility Compatibility of goals at and between individual,
group, and organisational level

6. Communication Possible lack of communication due to system fail-
ures, message failures, and misinterpretation

7. Organisation Possible deficiencies in organisational structure and
responsibilities

8. Training Specific expertise relevant to the operators’ jobs

As can be observed from Table 1, safety culture is not listed separately. How-
ever, safety culture is closely related to all safety influencing factors and it
could be argued that it is indirectly represented in the safety influencing fac-
tors. Adopting a broader definition of safety culture (in line with Sorensen,
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2002), the safety influencing factors can be considered as aspects of the safety
culture. Many different methods to measure safety culture (or safety climate)
have been developed (for an overview, see Flin et al., 2000), and a compari-
son of these methods with the safety influencing factors from Table 1 could
provide additional insight into the relationship between them. When compar-
ing the safety influencing factors used here with other frameworks for human
and organisational factors, a certain degree of similarity can be observed. Fac-
tors like procedures, goals, communication, and training can be found in most
frameworks. Finally, it should be noted that the approach presented in the
remainder of this section in principle also can be combined with other frame-
works for human and organisational factors.

The next step is to establish a relationship between the safety influencing
factors and the achieved SIL. This is done using a quantification procedure
similar to the ARAMIS approach (Duijm & Goossens, 2006), but there are
some important differences. First of all, the approach presented here assesses
the impact of both human and organisational factors, using the safety influ-
encing factors from Table 1. Secondly, the approach is developed specifically
for the operational phase of safety instrumented systems, which eliminates the
need to distinguish between different types of safety barriers. A shared feature
with the ARAMIS approach is the direct link between the safety influencing
factors and the achieved SIL using weight factors, as opposed to other models
that explicitly include the mechanism by which the human and organisational
factors influence safety. Of course, such an influence mechanism exists, but
the unsafe acts and latent condition pathways (see Figure 1) are not modelled
explicitly. This is in line with the use of the Swiss cheese model as a weakly
predictive model, which gives a prediction of the general likelihood that an
accident may happen, but not of where and when (Reason et al., 2006). For
practical applications, this has a considerable advantage, because it signifi-
cantly reduces the effort needed to collect data and to apply the approach. If
higher precision is desired in a specific case, it is possible to model part of the
influence mechanism explicitly.

The quantitative and qualitative requirements set out by the IEC 61508 stan-
dard (IEC, 2000) determine for which SIL a safety instrumented system could
be qualified upon system start-up. The achieved SIL upon system start-up will
here be referred to as the design SIL. The approach presented here gives a pre-
diction of the achieved SIL during operation, called operational SIL, which may
be lower than the design SIL, due to the impact of human and organisational
factors in the operational phase. According to Duijm & Goossens (2006), good
safety management cannot improve the reliability of a technical system, but
bad safety management can very well deterioriate it. This philosophy assumes
that the design SIL is based on an ideal situation in which humans and or-
ganisations function optimally (i.e., good enough to maintain the design SIL
during the operational phase). For simplicity, the same philosophy is adopted
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Fig. 2. Steps of the approach

here; failure probabilities may increase due to human and organisational fac-
tors, but not decrease. Hence, the operational SIL cannot be higher than the
design SIL.

Figure 2 shows the steps of the approach, which starts with a given system
design, qualified for a certain design SIL. The first step is to estimate the pro-
portion of the design SIL that can be explained by human and organisational
factors. Depending on the system design and the operating conditions, some
safety instrumented systems are more sensitive to human and organisational
factors than others. This proportion, denoted θ, can be estimated for a specific
system using expert judgement, or it can be based on previous experience with
similar systems under similar operating conditions.

34



In the second step, each safety influencing factor i from Table 1 is assigned a
relative weight W̃i (W̃i ≥ 0 for all i = 1, 2, ..., 8). These weights can be estab-
lished as part of a safety audit, making them specific for the system or site
under consideration, or they can be determined for an entire application do-
main (e.g., offshore) using expert elicitation. As shown by Duijm & Goossens
(2006), it is also possible to derive the weights from accident causation statis-
tics. However, given the low accident rate in some application domains, it may
be difficult to collect enough data. In that case, a possible solution might be
to use data from dangerous detected failures, assuming that their causes are
investigated as well. When each safety influencing factor has been assigned a
relative weight, these weights have to be normalised. The weight factor Wi for
safety influencing factor i is calculated in such a way that

∑8
i=1 Wi = 1:

Wi =
W̃i∑8

i=1 W̃i

(1)

The next step is to rate the safety influencing factors. The state of each safety
influencing factor in Table 1 is measured during an audit using checklists
and questionnaires. A commercial software tool to facilitate the audit is also
available (Tripod Solutions, 2007). Each safety influencing factor is rated on a
scale from 0 to 1, with 0 being the best rating (improvement not needed) and
1 the worst (immediate attention required). These ratings are based on a set of
specific, measurable indicators for each safety influencing factor, preferably in
the form of a question that can be answered with “yes” or “no”. For example, “Is
there sometimes more than one version of the same procedure in circulation?”
may be one of the indicators for procedures. In this case, if the question is
answered with “yes”, the indicator scores in the direction that causes concern.
Subsequently, the number of indicators that cause concern is divided by the
total number of indicators used for that safety influencing factor, which yields
the rating Ri for safety influencing factor i. It should be noted that there are
also other techniques for safety audits (see, e.g., Guldenmund et al., 2006;
Hurst et al., 1996), which could provide valuable input for the rating process.

In step four, the operational SIL is calculated as follows:

SILoperational =

(
1− θ

8∑
i=1

RiWi

)
SILdesign (2)

where θ is the proportion of the design SIL that can be explained by human
and organisational factors (0 ≤ θ ≤ 1), Ri is the rating for safety influencing
factor i (0 ≤ Ri ≤ 1 for all i), and Wi is the weight factor for safety influ-
encing factor i (0 ≤ Wi ≤ 1 for all i). The outcome of (2) is rounded to the
nearest integer, because the SIL only can be expressed by whole numbers. If
the rounded operational SIL deviates from the design SIL, corrective action
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should be taken. Nevertheless, the unrounded outcome provides useful infor-
mation and should be saved as well. Especially if the rounded operational SIL
is equal to the design SIL, while the unrounded operational SIL value is sig-
nificantly lower than the design SIL (e.g., 1.6 when the design SIL is 2), it is
wise to take preventive action.

Step five provides guidance for preventive or corrective action. The safety in-
fluencing factors with the highest weighted ratings (RiWi) contribute most
to the difference between the design SIL and the operational SIL, and are
therefore most in need of improvement. The information from the audit can
be used as a starting point for an in-depth analysis of these safety influencing
factors, aimed at finding the causes of the unfavourable ratings. Then these
causes can be eliminated in order to improve the corresponding safety influ-
encing factors. To avoid suboptimising the indicators that are used to measure
the safety influencing factors, it is advisable to use slightly different indicators
during the next audit. This is in accordance with the Tripod method, where
only some items recur from one checklist to the next (Wagenaar et al., 1994).
When the safety influencing factors have been improved, one should go back
to step three to obtain new ratings and to calculate the new operational SIL.

Another possibility for preventive or corrective action is to modify the sys-
tem design and/or the related testing and maintenance strategies. In some
cases this may be easier or cheaper than improving human and organisational
factors. First of all, one can increase the design SIL, for example by using
equipment with a lower failure rate, reducing the test interval, or improving
the coverage of diagnostic tests. One can also try to make the system less sen-
sitive for human and organisational factors in general, which leads to a lower
value for θ. Finally, one can modify the design in such a way that the system
becomes less sensitive for a specific safety influencing factor that systemat-
ically receives an unfavourable rating. This leads to a lower relative weight
for this safety influencing factor. If the system design has been modified, one
should start again with step one.

5 Case study

In this section the proposed approach is applied to an illustrative case. The
data presented here do not necessarily reflect an existing system or industry
average. Given a safety instrumented system that is qualified for SIL 3 upon
system start-up, the steps shown in Figure 2 are addressed successively.

First, the proportion of the design SIL that can be explained by human and
organisational factors is estimated. In this case, θ is taken to be 0.5. This cor-
responds roughly with weight factors derived from investigation of incidents in
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Fig. 3. Weighted ratings for the safety influencing factors

the process industry (Hurst et al., 1996; Papazoglou & Aneziris, 1999). As long
as there is no other evidence, it is assumed that all safety influencing factors
are equally important. Therefore, each safety influencing factor is assigned an
equal weight, say W̃i = 1. These weights are then normalised using (1), which
yields Wi = 0.125 for each safety influencing factor i. The ratings Ri for the
safety influencing factors are obtained from an audit, containing a set of spe-
cific, measurable indicators for each safety influencing factor. Finally, filling
in (2) yields an operational SIL of 2.6, which is rounded to 3. The weighted
ratings for the safety influencing factors, obtained by multiplying each rating
Ri with the corresponding weight factor Wi, are shown in Figure 3.

Although the rounded operational SIL is equal to the design SIL in this case,
the results indicate that it is wise to take preventive action, before the op-
erational SIL falls down to SIL 2. As can be observed from Figure 3, goal
compatibility and training have the highest weighted ratings and are most in
need of improvement. The information from the audit is then used as a start-
ing point for an in-depth analysis of these safety influencing factors, aimed
at finding the causes of the unfavourable ratings. In this way, one can take
preventive action to improve the corresponding safety influencing factors. For
example, if the high rating for goal compatibility turns out to be caused by in-
formal norms of a work group that are incompatible with the safety goals of the
organisation (one of the levels of goal conflict, see Reason, 1997), management
can try to intervene in this work group. Should training be rated high because
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all operators hired more than ten years ago were never formally educated to
use the new emergency alarm system, a special training session for them can
be arranged. When goal compatibility and training have been improved, one
should go back to step three to obtain new ratings and to calculate the new
operational SIL.

6 Conclusions and discussion

As becomes clear from the case study, the approach does not only give a
prediction of the operational SIL, but can also be used to improve safety. It
shows which safety influencing factors are most in need of improvement and
it provides guidance for preventive or corrective action. In many situations
the rounded operational SIL will be equal to the design SIL, while the un-
rounded operational SIL value is significantly lower than the design SIL, like
in the case study. This shows the preventive character of the approach: im-
prove relevant human and organisational factors in the operational phase of
safety instrumented systems before these factors threaten the achieved SIL.
In this way, the approach can be used as a tool for continuous improvement in
the operational phase. It can be considered as a periodic “test” of the organ-
isation, which should be repeated from time to time. This also provides the
opportunity to monitor ratings over time and to discover trends in the safety
influencing factors.

Although the approach presented here already can be applied in practice,
there are some issues that should be considered further. A consequence of
expressing the impact of the safety influencing factors as a linear variation
in the achieved SIL, like in (2), is that a change in a rating corresponds to
an exponential variation in the failure probability. As indicated by Duijm &
Goossens (2006), one can question whether this is the most appropriate way
of modelling. Another issue is that the reliability data used to determine the
design SIL already may contain some influence of human and organisational
factors and therefore not necessarily represent the design SIL. This is currently
not accounted for in the calculation of the operational SIL. On the other
hand, field data are not always available, and in some application domains
failures are so rare, that it is not possible to use historical failure data at all.
Ensuring consistency over time in the ratings of the safety influencing factors
is also an issue for further consideration. This requires careful selection of valid
indicators. Finally, estimating θ and weighting the safety influencing factors
may be difficult in practice, especially if little previous experience with similar
equipment under similar operating conditions is available. For now, expert
judgement seems to be the best information source, balancing accuracy and
effort. The approach can also be extended with an influence diagram. This may
lead to more accurate weight factors, but it requires considerable resources.
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The approach for human and organisational factors presented here can be
used as part of a larger SIL monitoring strategy in order to maintain the
achieved SIL at the required level during the operational phase of safety in-
strumented systems. Further research is needed to explore other issues that
should be followed up in the operational phase, including the effects of sys-
tem modifications and aging of equipment, and to assess their impact on the
operational SIL. It may be appropriate to incorporate other safety influencing
factors, next to those that reflect human and organisational factors. Further-
more, it would be interesting to explore the relationship between the approach
presented here and the common cause failure defence approach developed by
Lundteigen & Rausand (2007), because potential common cause failures are
often introduced by human and organisational factors during operation and
maintenance. When field data from the real operation of a safety instrumented
system become available, these data can be used to update failure rates, test
intervals, and the β-factor for common cause failures. The effect of changes in
these parameters on the operational SIL has to be investigated further.
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Chapter 4

Discussion

In addition to the issues for further consideration that are discussed in the
research paper, the first part of this chapter presents some suggestions for
further improvement of the proposed approach. The second part of this
chapter discusses how the approach can be applied and validated.

4.1 Further improvement of the new approach

As discussed in the paper, the operational SIL cannot be higher than the
design SIL, which is in line with the ARAMIS approach. This philosophy as-
sumes that the design SIL is based on an ideal situation in which humans and
organisations function optimally (i.e., good enough to maintain the design
SIL during the operational phase). In practice, a certain influence of human
and organisational factors may already be included in the design SIL, either
because the calculation of the design SIL is based on field data that contain
some influence of human and organisational factors, or because the system
designers have increased the technical reliability of the system to compensate
for the influence of human and organisational factors. This is currently not
accounted for in the calculation of the operational SIL. A possible solution
would be to redefine the rating process in order to allow for a positive contri-
bution of the safety influencing factors to the achieved SIL, in case the state
of safety influencing factors is better than what is required to maintain the
design SIL during the operational phase. On the other hand, it makes some
sense to say that one cannot claim higher reliability of a technical system
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just because the humans and organisations surrounding it function so well.
This issue is also related to the anchoring of the optimal state of the safety
influencing factors (good enough, average, or best) and should be considered
further.

A consequence of expressing the impact of the safety influencing factors as a
linear variation in the achieved SIL is that a change in a rating corresponds
to an exponential variation in the failure probability, because of the expo-
nential relationship between SIL and failure probabilities. As pointed out
in the paper, one can question whether this is the most appropriate way
of modelling. However, there is one more aspect of the relationship between
the achieved SIL and the failure probability that needs further consideration.
The safety integrity levels are defined as intervals of the failure probability
(see Table 1.1), with fixed upper and lower bounds. For example, if a safety
instrumented system operating in low demand mode has an average prob-
ability of failure on demand that is greater than 10−3, this system cannot
achieve SIL 3. Therefore, one can argue that it is incorrect to round the
operational SIL to the nearest integer. A possible solution would be to base
the calculation of the operational SIL on the average probability of failure on
demand (PFD) according to the design, instead of on the design SIL. This
would lead to the following equation:

SILoperational =

(
θ

8∑
i=1

RiWi − 1

)
log PFDdesign (4.1)

The outcome of (4.1) is then cut off, instead of rounded to the nearest integer
(e.g., if the outcome is 2.6, this yields an operational SIL of 2). This equation
may give a more realistic prediction of the operational SIL. Moreover, it
provides the opportunity to use equipment with a lower average probability
of failure on demand in order to compensate for the influence of human and
organisational factors, without having to comply with the other requirements
of a higher SIL. However, this equation also has some disadvantages. The
equation presented in the paper covers both low demand mode and high
demand or continuous mode, whereas (4.1) only covers low demand mode.
This issue could be solved with a modified version of (4.1) that is based on
the probability of a dangerous failure per hour according to the design.

The main drawback is that the achieved SIL is not only determined by the
failure probability, but also by a number of qualitative requirements for the
system design and several other lifecycle phases. The achieved SIL may be
lower than what is theoretically possible based on the failure probability, if
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the system does not comply with other requirements. Moreover, human and
organisational factors are likely to have an impact on the fulfilment of the
qualitative requirements as well. Hence, using (4.1) may yield a prediction
of the operational SIL that is too optimistic. This issue could possibly be
solved by limiting the design failure probability used as input for (4.1) to the
lower bound of the interval corresponding to the design SIL. For now, the
calculation of the operational SIL is based on the design SIL, as proposed in
the paper, but the possibility to use (4.1) should be investigated further.

4.2 Validation and application

As indicated in Chapter 2, the research strategy followed has certain impli-
cations for the validity and applicability of the results. The proposed ap-
proach to address human and organisational factors in the operational phase
of safety instrumented systems is developed based on existing theories and
models, not on first-hand field experience. Moreover, the approach has not
(yet) been tested in practice, and the implementation is limited to an illus-
trative case study. On the other hand, the building blocks of the approach
are based on field experience and have been tested in practice. However,
combining valid theories and models and adapting them to a specific domain
does not guarantee that the resulting approach is valid as well. Therefore, a
new validity test is needed, which should compare the results of the proposed
approach with field data.

Such a validity test can be based on failure rates and accident statistics
from the real operation of safety instrumented systems, as far as these are
available. However, in some application domains failures are so rare that
other safety performance indicators may have to be used instead, for exam-
ple near-misses. Testing the validity of the proposed approach consists of
two parts: validation of the calculation of the operational SIL (i.e., the ag-
gregated impact of human and organisational factors on the achieved SIL),
and validation of the individual safety influencing factors (i.e., the impact of
each safety influencing factor on the achieved SIL).

When validating the calculation of the operational SIL, the fundamental
question is whether human and organisational factors actually have the pre-
dicted negative impact on the operational SIL. As the achieved SIL cannot
be measured directly, failure rates have to be used instead. One way to
validate the calculation of the operational SIL is to correlate the difference

47



between the design SIL and the operational SIL with the difference between
the expected failure rate (from generic data used during design) and the real
failure rate (obtained from field data collected during operation). However,
this does not say anything about the causal relationship, because other fac-
tors may influence the failure rate as well. A more specific validation can be
obtained using data from accident investigation. One could for example cor-
relate the difference between the design SIL and the operational SIL with the
proportion of failures that can be traced back to human and organisational
factors.

To test the validity of the individual safety influencing factors, one could
change the state of a safety influencing factor (e.g., launch a new training
programme to improve the safety influencing factor training) and compare
the failure rates before and after the change. The weighted rating for this
safety influencing factor is then correlated with the failure rate. Again, data
from accident investigation can be used as well. In this case, the correlation
between the weighted rating for a specific safety influencing factor and the
proportion of failures that can be traced back to this factor could be explored.
It should be noted that these accident statistics also can be used to weight
the safety influencing factors, as described in Section 4 of the research paper.

Roughly speaking, there are two ways to collect comparison data for the
validity test. One can compare failure data for similar equipment between
different organisations (with different ratings of the safety influencing fac-
tors), or within the same organisation over time (to see the effect of changes
in ratings of the safety influencing factors). However, collecting enough field
data for statistical validation will require considerable effort. Especially the
second part of the validity test is a challenge, because changing the state
of one safety influencing factor may have an impact on the state of other
safety influencing factors, and because a failure will often be related to sev-
eral safety influencing factors. Therefore, a practical recommendation is to
perform only the first part of the validity test to check whether human and
organisational factors actually have the predicted negative impact on the op-
erational SIL. If this is the case, one may assume that the individual safety
influencing factors are valid as well, because previous research (Wagenaar et
al., 1994) has shown their validity as predictors of accidents, although not
specifically in the context of safety instrumented systems.

Regarding the practical application of the proposed approach, it is worth
mentioning that the approach has not been developed for a specific domain.
This is in line with the IEC 61508 standard, which is a generic standard
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common to several industries, independent of the technology used. The ap-
proach can be tailored to a specific situation with parameters for the relative
importance of the safety influencing factors and for the overall importance of
human and organisational factors for the performance of the system under
consideration. Moreover, these parameters can be adjusted using field expe-
rience. This makes that the approach, in principle, can be applied to any
safety instrumented system.
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Appendix A

Development of the new approach

This appendix gives some more details of the proposed approach to address
human and organisational factors in the operational phase of safety instru-
mented systems, which is presented in section 4 of the research paper. It
outlines the main steps in the development of the approach and covers some
of the choices made, in addition to the explanations given in the paper.

For the development of the approach, a number of design criteria have been
formulated that the approach has to fulfil. The approach should:

1. Be suitable for the operational phase of safety instrumented systems

2. Use indicators that reflect relevant human and organisational factors

3. Be linked to the achieved SIL during operation

4. Allow for quantification

5. Be practically feasible (i.e., can be implemented in practice within rea-
sonable resource limitations)

6. Be intuitive and allow for visualisation

7. Be suitable to improve safety

During the selection of the safety influencing factors, which are based on the
general failure types corresponding to the Swiss cheese model, these factors
have been tailored to the operational phase of safety instrumented systems.
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It should be noted that there are several versions of the list of general fail-
ure types, which are slightly different. The safety influencing factors are
mainly based on the version presented by Reason (1997), but older versions
(Wagenaar et al., 1994, 1990) have been studied as well. Reason (1997) de-
scribes relationships between basic lifecycle processes and the general failure
types. He allocates them to four lifecycle processes (design, build, operate,
and maintain) and three general processes (statement of goals, organisation,
and management), which are important in all lifecycle phases. The general
failure types defence planning (sometimes called poor defences), hardware
(sometimes called hardware failures), and design (sometimes called design
failures) are exclusively related to the design and build phases. Therefore,
these three general failure types are eliminated. The remaining eight general
failure types are slightly reformulated to be in line with the term safety in-
fluencing factors. All general failure types, with the corresponding processes
and safety influencing factors, are shown in Table A.1.

Table A.1: General failure types with corresponding processes and safety
influencing factors
General failure type Process Safety influencing factor
Maintenance management Maintain Maintenance man.
Procedures Operate, Maintain Procedures
Error-enforcing conditions Operate, Maintain Error-enforcing cond.
Housekeeping Operate Housekeeping
Incompatible goals State goals Goal compatibility
Communications Manage Communication
Organisation Organise Organisation
Training Operate, Maintain Training
Hardware Build -
Design Design -
Defence planning Design, Build -

Error-enforcing conditions is a special general failure type, because it is a
source of unsafe acts in itself (conditions that force people to operate in a
manner not foreseen during system design), while it may also function as
an intermediate layer between other general failure types (e.g., maintenance
management) and unsafe acts. The definition of the safety influencing factor
focuses on the independent part, and this should be reflected in the checklist
used during audits. It can be concluded that the selection of safety influ-
encing factors fulfils design criteria 1 and 2, because the safety influencing
factors are tailored for the operational phase of safety instrumented systems,
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Figure A.1: Link between the safety influencing factors and the achieved SIL

and because their state is measured during an audit based on specific, mea-
surable indicators for each safety influencing factor.

For the quantification procedure, especially design criteria 1, 3, 4, and 5 are
important. Criteria 3 and 4 may seem obvious, but most quantitative mod-
els for human and/or organisational factors are developed for quantitative
risk assessment and cannot be linked directly to the achieved SIL during
operation. This makes the ARAMIS approach particularly interesting, be-
cause it explicitly addresses the reliability of safety barriers. The ARAMIS
approach scores also positively on criterion 5, because it establishes a di-
rect link between organisational factors and the reliability of safety barriers,
thus making the approach practical. Criterion 1 is fulfilled by adapting the
ARAMIS approach to the operational phase of safety instrumented systems.
The ARAMIS approach considers all types of safety barriers (e.g., also fire-
walls), using different sets of weight factors. This distinction is eliminated.

The direct link between the safety influencing factors and the achieved SIL
using weight factors can be visualised as in Figure A.1. The safety influ-
encing factors with the highest weighted ratings (RiWi) contribute most to
the difference between the design SIL and the operational SIL (∆SIL). The
ratings are based on a set of indicators for each safety influencing factor. The
number of indicators is not fixed. It should be noted that Figure A.1 only
illustates the influence of the weighted ratings on ∆SIL.

Having developed a quantification procedure to link the safety influencing fac-
tors to the achieved SIL, design criteria 6 and 7 still have to be fulfilled. These
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are met by the five-step approach presented in the paper, which includes a
step that provides guidance for preventive or corrective action to improve
safety, based on the results of the previous steps. The underlying principles
of the approach are visualised by the Swiss cheese model, which shows how
the performance of safety barriers (in this case, safety instrumented systems)
is influenced by upstream human and organisational factors. Moreover, the
order of the five steps is intuitive. If θ is zero (or almost zero), step 2 and 3
can be skipped. If it turns out in step 2 that some safety influencing factors
have no or negligible influence (Wi is zero or almost zero), these safety influ-
encing factors do not have to be rated during the audit in step 3. The order
of steps 4 and 5 speaks for itself.
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Appendix B

Case study

This appendix gives some more details of the case study that is presented in
section 5 of the research paper. Each of the steps is treated successively.

In step 1, the proportion of the design SIL that can be explained by human
and organisational factors, denoted θ, is taken to be 0.5.

The data belonging to step 2 are shown in Table B.1.

The data from the illustrative rating process in step 3 are shown in Table B.2.

In step 4, the weighted ratings are calculated, as shown in Table B.3. Next,
the operational SIL is calculated as follows:

SILoperational =

(
1− θ

8∑
i=1

RiWi

)
SILdesign = (1− 0.5 · 0.29375) · 3 ≈ 2.6

Finally, suggestions for preventive action are given in step 5.
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Table B.1: Safety influencing factors with relative weights and normalised
weight factors

Safety influencing factor i Weight W̃i Weight factor Wi

1. Maintenance management 1 0.125
2. Procedures 1 0.125
3. Error-enforcing conditions 1 0.125
4. Housekeeping 1 0.125
5. Goal compatibility 1 0.125
6. Communication 1 0.125
7. Organisation 1 0.125
8. Training 1 0.125

Table B.2: Ratings for the safety influencing factors
i # indicators causing concern total # indicators Rating Ri

1 4 20 0.2
2 6 20 0.3
3 3 20 0.15
4 2 20 0.1
5 13 20 0.65
6 4 20 0.2
7 4 20 0.2
8 11 20 0.55

Table B.3: Weighted ratings for the safety influencing factors
i Ri Wi Weighted rating RiWi

1 0.2 0.125 0.025
2 0.3 0.125 0.0375
3 0.15 0.125 0.01875
4 0.1 0.125 0.0125
5 0.65 0.125 0.08125
6 0.2 0.125 0.025
7 0.2 0.125 0.025
8 0.55 0.125 0.06875∑8

i=1 RiWi 0.29375

58


	Verslag deel 1.pdf
	Artikel.pdf
	Verslag deel 2.pdf

